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The least squares method is the standard numerical method procedure for finding the best-
fitting curve to a set of points, adjusting a curve looking to minimize the sum of the squares of the
offsets (hence why least squares). These residuals of the points from the curve sometimes can have
outlying points which can cause a disproportionate effect on the fit, which can be undesirable [2].
That’s this works focus.

First we’re going to generate a random angular coefficient with a normal distribution, from 0.0
to 100.0. This number is used in the equation:

y =azx+ b+ error. (1)

To generate a dataset without offsets. Then with a random number generator we’re going to
introduce these offsets, ranging from 0% to 100% of the actual data.

By applying artificial offsets in a randomly generated line we’re going to show the relationship
of the data error with the fit error. These offsets are introduced via a random number generator
routine using two different distributions, uniform and normal (Gaussian) [1].
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Figure 1: Graphs illustrating both distributions. First an uniform distribution generating values
from 0 to 1 and second a normal distribution with ¢ = 0.3 and p = 0.

These datasets are going to be fitted by two steps coming from the same method of least
squares, being them
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and

cov(x,y)
= 27\ ) 3
a s (3)

Which are shown next, respectively for each distribution either

percentage error = 40%, r2=0.849 percentage error = 40%. r2=0.945
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Figure 2: Graphs showing the linear regression made with least squares using the equation 2, errors
added with uniform and normal distribution respectively.
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Figure 3: Graphs showing the linear regression made with least squares using the equation 3, errors
added with uniform and normal distribution respectively.

All of them are going to show promising results, with maximum 6% percentage error for the
output to a noise with the possibility of the same size of the data input.
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