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Abstract. Transfer learning, as applied in machine learning, transfers knowledge between
similar learning tasks with the objective of improving performance. We propose a method
based on the prior selection principle that explores the transfer learning paradigm for es-
timating probability density functions belonging to the exponential family. Experiments
on distribution of words over text documents, modeled as multinomial distributions, have
shown better results when compared to maximum-likelihood estimation.
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1 Introduction

It is known that people learn more easily if they have previously learned similar or
related information. Transfer learning, as studied in machine learning field, borrows ideas
from psychology to develop computational methods that can explore the similarity between
related tasks with the purpose of improving learning performance in computational tasks
[6].

In this paper, we propose a transfer learning method for estimating exponential family
probability distributions. A probability distribution function (pdf) belongs to the expo-
nential family if it can be written in the following form:

p(x|η) = exp
{
ηTT(x)− ψ(η) + h(x)

}
, (1)

where T(x) is the vector of sufficient statistics, η is the vector of natural parameters,
h : x → R is a base measure over x and ψ(η) is the log partition function that assures
that

∫
p(x)dx = 1.

In this context, transfer learning refers to the parameter estimation of one or more
target pdfs while leveraging the similarities from one or more source pdfs. Our approach is
based on the prior selection principle, which leads to a prior distribution that incorporates
the relation between pdfs. We present our method for both inductive transfer, where one
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target task is learnt using information from other source tasks which solutions are known
a priori, and for multi-task transfer, where several tasks are learnt simultaneously.

In Section 2 we present some related work in transfer learning. In Section 3 we describe
the proposed method in detail. Experiments and their results are presented in Section 4.
Finally, in Section 5, we present the conclusions and future works.

2 Related Work

Transfer learning algorithms have been proposed for several applications in classifica-
tion [2], regression [11] and reinforcement learning [10]. For example, in [2] the AdaBoost
classifier has been modified to make use of data coming from related classification tasks
following a inductive transfer learning. So for example, if the classifier is being trained
to classify a text document into classes ’automobile’ and ’computer hardware’, a related
(source) classifier with classes ’motorcycle’ and ’computer software’ can be used to improve
the classification performance.

Transfer learning for pdfs, as focused in this paper, has not been explicitly investigated,
but it can be argued that some well know statistical machine learning methods implicitly
apply transfer learning concepts when estimating pdf. Most of these methods are based
on a Bayesian framework that has shown to be a natural option for transfer learning. In
this framework, the prior information is encoded in terms of a common prior distribution
over the model parameters of a group of pdfs or even a prior distribution over models. An
example of such methods is Latent Dirichlet Allocation (LDA) [1], where the distribution
over words for several documents (corpus) are learned together, allowing for transfer of
knowledge about topic (i.e. category) distributions in the corpus. Folowing a similar
line, [10] uses hierarchical Bayes models for multitask learning of Gaussian Processes.

Pan et al. [7] consider transfer learning via dimensionality reduction. They propose to
learn a low-dimensional latent feature space where the distributions between the source
domain data and the target domain data are the same or close to each other. However, their
approach is quadratic on the number of training instances, which becomes problematic for
large datasets. In [4] importance sampling is used for transferring samples from source to
target domains. Recent surveys in the field can be found in [8] and [6].

3 Exponential Family Multi-task using the Prior Selection
Principle

In this section, we first introduce the prior selection principle (section 3.1) and show
how it can be used to fundamentally justify the usage of conjugate priors for exponential
family inductive transfer learning (section 3.2). Then, we propose a new algorithm, called
Iterative Multi-Task (section 3.3), that uses this same prior for implementing exponential
family multi-task learning.
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3.1 Prior Selection Principle

Suppose we have an set of k a priori guesses {η1, ...,ηk} for the estimation of an
exponential family pdf. The prior selection principle [9] can be used to fundamentally
incorporate this initial guesses into a prior distribution over the parameter space. The
general idea is to find a prior distribution π(η) that, on average, is similar to the a
priori guesses but that is also not so different from a Jefrey’s prior g(η) representing our
total ignorance about the optimal solution. The following functional formalizes these two
objectives:

F [π(η)] =
k∑

i=1

λi

∫
π(η)KL(ηi‖η)dη +

∫
π(η) log

π(η)

g(η)
dη, (2)

where KL(ηi‖η) represents the Kullback-Liebler (KL) divergence between two pdf given
by:

KL(η1‖η2) =

∫
x∈X

p(x|η1) log
p(x|η1)

p(x|η2)
dx, (3)

= ψ(η2)− ψ(η1) + (η1 − η2)µ1. (4)

Let µ represent the expected parameter given by µ = ∇ηψ(η). By variational calculus,
we find that the solution that minimizes 2 has the form:

π(µ) ∝ exp
{
−λKL(µ‖µ)

}
g(µ), (5)

where:

λ =

k∑
i=1

λi, µ =
1

λ

k∑
i=1

λiµi. (6)

We observe that the prior given by equation (5) is a conjugate prior [9]. The posterior
distribution, after we observe n i.i.d samples {xj}nj=1 will have the same format but with
parameters given by:

λp = n+ λ, µp =
1

λp
{

n∑
j=1

T(xj) +
k∑

i=1

λiµi}. (7)

3.2 Inductive Pdf Transfer Learning

Our proposal for inductive pdf transfer learning consist of a direct usage of the prior
given by equation (5), where the parameters {µ1, ...,µk} are the source pdf parameters and
{λ1, ..., λk} are their respective weights. Then the maximum a posteriori (MAP) solution
is given by equation (7).

Our approach differs in two main ways from the standard hierarchical Bayes approach:

1. It is not assumed that the source parameters have been sampled from this prior. In
the prior selection principle, the source pdfs are view as a priori “guesses” for the
target pdf;
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2. Each source pdf can have a different weight in the prior. In contrast, hierarchical
Bayes models usually assume all tasks are i.i.d samples from the prior, and therefore,
with same importance in the inference process.

3.3 Multi-task Pdf estimation

In the previous section, the source tasks parameters were assumed to be known a
priori. In this section, we propose a new algorithm to solve the multitask problem, where
the estimation for a set of target pdfs is done simultaneously. Our algorithm works by
iteratively applying inductive transfer for one target pdf assuming the others are know.
This algorithm shares some ideas with the Iterative Conditional Modes (ICM) algorithm
[3], so we call it Iterative MultiTask (IMT).

Let T = {p(x|ηi)}ki=1 represent the set of target pdfs to be learned. Assume we have a
training dataset Di of i.i.d samples for each pdf i = 1...k. We assume the relation between
each pdf is encoded in a weighted graph G, where the tasks are nodes and a weighted edge
gij represent the weight of pdf i in the estimation of pdf j. If two pdfs are not related,
then gij = 0. The IMT algorithm is described in details in the pseudo-algorithm 1 as
follows:

Algorithm 1 Iterative MultiTask (IMT)

Require: A set of untrained pdfs T = {p(x|ηi)}ki=1; training datasets Di, i = 1...k; a
weighted graph G.

Ensure: An estimation for the pdfs {η̂1, ..., η̂k}.
1: Initialize η̂i, i = 1...k via Maximum Likelihood.
2: for number of iterations do
3: for all target tasks in T do
4: Construct a prior according to equation (5) where η̂j , j 6= i are source references

and gij are the weights.
5: Update η̂i by computing the MAP solution according to equation (7).
6: end for
7: end for

Similarly to the ICM algorithm, we do not provide any proof for the convergence
(global or local) for the IMT algorithm, but the empirical results presented in the next
section indicate local convergence.

4 Experiments on Text Documents

We apply our method to the learning of document topics. More specifically, our ob-
jective is to estimate a pdf over words p(w|ηt, t), w ∈ W for a given topic t, where W is
the vocabulary of possible words. We use a multinomial distribution, which belongs to
the exponential family, to model p(w|ηt, t).

We use the 20 Newsgroup dataset, that is a collection of 18,774 newsgroup text doc-
uments, organized into 20 different topics. Each document is represented as a “bag of
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Figure 1: Multiple sources average performance. “Intra topic” transfer learning uses only
source topics in the same category.

words” (i.e. the words position do not matter, only its frequency). 60% of the data is
separated for training and 40% for testing. We filter the vocabulary by combining the
500 most popular words in each topic (based on training data). This gives an average of
106820 words per topic for training and 68331 for testing.

In our experiments, when a topic is a source task, we learn it via MLE with the full
training data for that topic. Due to the large number training samples, we assume that this
estimation has asymptotically approached the optimal solution. When a topic is a target,
a relatively small subset of training samples is randomly selected from the full training
dataset. Our main objective is to evaluate the target tasks performance according to the
number of training samples (i.e. the target learning rate), in special, for cases when very
few training samples are available. The performance of a given task is measured as the
log likelihood on its respective test set.

4.1 Experiment 1: Inductive Transfer, Multiple Sources

In this experiments we evaluate the test likelihood on all 20 topics when multiple
sources topics are present. We compare the case when only topics in the same category
are used as sources (intra-topic) with the case when all topics are used as sources. The
results are shown in figure 1. It can be seen that the intra-topic sources present slightly
better results. This indicates that a selection in the source tasks, where only the relevant
source tasks are picked, may improve transfer learning. Source selection has been proposed
in [5] for classification multitask learning and is a option for minimizing the risk of negative
transfer learning.
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Figure 2: Multitask average performance.

4.2 Experiment 3: Multitask

In this experiment we apply the IMT algorithm to learn all topics simultaneously.
Figure 2 shows the average performance over all topics. Note that when very few samples
are available for each task (approximately less than 100), the IMT algorithm presents
worse results than uniform prior. We conjecture that this happens because the estimation
for such low numbers of training is so poor that transferring this information for other
tasks is causing negative transfer. However, when training sample size increases, the IMT
algorithm present significantly better results.

5 Conclusion

We presented new methods for inductive transfer learning and multi-task learning of
pdfs belonging to the exponential family. The methods are based on the prior selection
principle, and, in principle, can be applied to any exponential family pdf for which the
maximum a posteriori solution (when using conjugate prior) can be computed. Experimen-
tal results on multinomial document topic pdf estimation have shown good results. Future
work may include an automatic method to estimate weights and convergence analysis.
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