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Abstract— The present paper study the Lipschitz nonlinear descriptor system. Considering the nonlinear
fault-tolerant control system can be made solvable, causal, asymptotically stable. The main result provided
condition for the design the output feedback controller, is presented using an LMI approach, where the theorem
for existence the output feedback matrix is presented .
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1 INTRODUCTION

The determination of procedures for obtaining the
feedback matrix in output feedback control to
asymptotically stabilize linear systems is actually
an open problem. Several methods have been pro-
posed in the literature based on Lyapunov and Ri-
catti linear matrix inequalities, or eigenstructure
assignment (Fletcher, 1988), (Alexandridis and
Paraskevopoulos, 1996),(Castelan et al., 2003).

Research into fault detection and diagnosis
for dynamic system has long been recognized as
one of the important aspects in practical control
systems Several works on the fault detection and
diagnosis for nonlinear descriptor systems can be
found in (Vemuri et al., 2001), (Chen et al., 2003).
In the work in (Gao and Ho, 2006) is presented
LMIs technique for a class of Lipschitz nonlinear
descriptor systems.

In this paper is presented the approach is
developed for nonlinear Lipschitz descriptor sys-
tems, thus the show the existence the output
feedback matrix, based the paper in (Gao and
Ding, 2007). The consider faults here may be un-
bounded, thus the plant may fail in the presence
of faults. This motivates us to investigate fault-
tolerant control topic, which is very important in
many practical systems. However, to the best of
our knowledge, very few effort has been made to
investigate fault-tolerant control for non linear de-
scriptor systems. In this study, based on the LMI
technique and by using the estimated output and
faults. The solvability, causality, asymptotic sta-
bility and performance are guaranteed. Moreover,
the present fault- tolerant controller is output-
space dynamic controller with original coefficient
matrices, and it is thus realiable in computations.

2 SYSTEM DESCRIPTION

The original mathematical description of a system
often consists of a set of differential and algebraic
equations. However, in most literature on control
theory it is assumed that the algebraic equations
can be used to eliminate some variables. The re-
sult is a system description consisting only of dif-
ferential equations that can be written in state-
space form as

ẋ = F (t, x, u) (1)

3 PRELIMINARIES AND PROBLEM
STATEMENT

In the present paper, the notations are rather
standard. R denotes the set of real numbers; C de-
notes the complex plane; Re(a) denotes the real
part of the complex number a; A† denotes the
generalized inverse of A; λi(A) denotes the ith
eigenvalue de A; Im denotes an identity matrix
with the dimension m×m; On×p denotes a n× p
matrix with zero entries; P > 0 (or P < 0) in-
dicates the symmetric matrix P is positive (or
negative) definite; ∀ means ”for all” ; |.|denotes
the standard norm symbol ; L2[0Tf ] represents
the set of all signals which are square integrable

and satisfy
∫ Tf

0
d′(τ)d(τ)dτ < ∞; and ||d||Tf

:=

(
∫ Tf

0
d′(τ)d(τ)dτ)2. The considered nonlinear de-

scriptor systems are described by :

Eẋ(t) = Ax(t) +Bu(t) + φ(t, x, u) +Bdd+Bff(2)

y(t) = Cx(t)

where: x ∈ <n , is the descriptor state vector;
u ∈ <m, y ∈ <p are, respectively, the control input
and measurement output vectors and E ∈ <n×n,
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rank (E) = q < n ; as the other matrices is an ap-
propriate size with rank (B) = m, rank (C) = p;
φ(t, x, u) ∈ <n is the real nonlinear vector func-
tion satisfying the following

||φ(t, x̃, u)− φ(t, x, u)|| ≤ ||U(x̃− x)|| ∀(t, x̃, u),

(t, x, u) ∈ < × <n ×<m (3)

and U ∈ <n×n is known constant matrix. Pro-
vided that

rank[U ′C ′]′ = rank(C), (4)

there exists a matrix K = UC† such that

U = KC. (5)

Substitution of (5) into (3) yields

||φ(t, x̃, u)− φ(t, x, u)|| ≤ ||KC(x̃− x)|| ≤
θ0||C(x̃− x)|| ≤ θ||x̃− x|| (6)

∀(t, x̃, u), (t, x, u) ∈ < × <n ×<m
where θ0 and θ are both positive scalars. In

this paper, plant (2) satisfies Lipschitz constraint
(6).

4 BASIC CONCEPTS

The pair (E,A) is called regular if there exists
s ∈ C such that det(sE − A) 6= 0 Thus a regular
descriptor system is in (Verghese et al., 1981) and
(Dai, 1989).

i) stable if all finite roots of det(sE − A) = 0
are in the open left half complex plane;

ii) impulse free if it exhibits no impulse be-
havior;

iii) finite dynamics detectable if there exists L
such that (E,A+ LC) is regular ans stable;

iv) impulse observable if there exists L such
that (E,A+ LC) is regular and impulse-free;

v) finite dynamics stabilizable if there exists
F such that (E,A + BF ) is regular and sta-
ble; (E,A,B) is finite dynamics stabilizable if
rank[sE −AB] = n, Re[s] ≥ 0.

vi) impulse controllable if there exists F such
that (E,A + BF ) is regular and impulse-free. If
there exists a F such that (E,A + BF ) has no
impulsive then (E,A,B) is called impulse control-
lable.

5 MAIN RESULT FOR NONLINEAR
SYSTEM

Consider the nonlinear system

Eẋ = Ax+Bu+ φ(t, x, u) +Bdd+Bff (7)

y(t) = Cx(t)

In form basic it is find an static output feed-
back control law u(t) = Gy(t) such that the
closed-loop system

Eẋ(t) = (A+BGC)x(t) (8)

is S-stable: regular, assymptotically stable and
free impulses.

Consider

Eẋ = (A+BGC)u+ φ(t, x, u) +Bdd+BG̃Cẽ (9)

y = Cx

Now we begin to discuss how to choose G ∈
<p×m to make the plant (9) satisfy the following:

1) The plant (9) is solvable, causal and asymp-
totically stable.

2) ∀Tf ≥ 0, the L2-gain from the disturbance
input d to the system output y is less than or equal
to a prescribed H∞ performance λ > 0, i.e.,

||y||Tf
≤ λ||d||Tf

(10)

We make a further assumption on φ(t, x, u) ∈ <n,
i.e. φ(t, 0, 0) = 0. Thus, from the Lipschitz con-
straint (6) one further has

||φ(t, x, u)|| ≤ θ||x||,∀(t, x, u) ∈ < × <n ×<m (11)

Now we have the following statement

Theorem 1 The closed-loop system (9) is solv-
able, causal and asymptotically stable, and
||y||Tf

≤ λ||d||Tf
if there exists a matrix P ∈ <n×n

and G ∈ <m×p such that

E′P = P ′E ≥ 0 (12)

(A+BGC)P + P (A+BGC)′ + I + C′C +

1

λ2
P ′BdB

′
dP < 0 (13)

Proof:

The proof is composed of three parts such
as (i) the proof of solvability, (ii) the proof of
the asymptotic stability, and (iii) the proof of the
guaranteed performance index.

(i) The proof of solvability: It is clear that
(13) implies

Λ = (A+BGC)′P + P ′(A+BGC) + I + θ2P ′P < 0 (14)

and further indicates

(A+BGC)′P + P ′(A+BGC) < 0 (15)

Moreover, (12) and (15) indicate that the pair
(E,A+BGC) is casual (or impulse free), asymp-
totically stable, and P is nonsingular.

Similar can find non-singular matrices M =[
M ′s M ′f

]′
and N = [ Ns Nf ] such that

MEN =
[
Iq 0
0 0

]
, q=rank(E) (16)

M(A+BGC)N =
[
As 0
0 −In−q

]
(17)

M ′
−1
PN =

[
P11 0
P21 P22

]
, P11 = P ′11 > 0 (18)

||Mf || ≤ 1, ||Nf || <
1

θ
√

1 + ε
(19)

where ε is a sufficient small positive number. Let

N−1x =
[
x′s x′f

]′
, the descriptor state equa-

tion of the plant (9) can be transformed into{
ẋs = Asxs +Ms[φ(t, x, u) +Bdd+BḠCē]
xf = Mf [φ(t, x, u) +Bdd+BḠCē]

(20)

Proceeding Series of the Brazilian Society of Applied and Computational Mathematics, Vol. 1, N. 1, 2013.

DOI: 10.5540/03.2013.001.01.0022 010022-2 © 2013 SBMAC

http://dx.doi.org/10.5540/03.2013.001.01.0022


With the error dynamic equation can be charac-
terized as

ē = x̄− x (21)

By using (21) and (20), the closed-loop plant can
be described as follows

[
ẋs
˙̄e

]
=

[
As MsBG̃C
0 S̄−1(Ā− (1 + α0)L̄pC̄)

] [
xs
ē

]
+

[
Ms 0
0 S̄−1

] [
Ms 0
0 S̄−1

]
+

[
φ(t, x, u)

φ̃

]
+

[
Bd

−B̃d

]
d+

[
0
−W̃

]
f (q)

xf = Mf [φ(t, x, u) +Bdd+BḠCē]

(22)

From the well-known contraction mapping theory,
the closed-loop system (22) is causal and there ex-
ists a unique solution for xf in the static equation
in terms of xs, u, d and ē. To show the existence
and uniqueness of xs in the dynamic equation of
(22) we only need to show J(t, u, xs, xf ) is Lips-
chitz with respect to xs.

Consider

||J(t, u, xs1, xf1)− J(t, u, xs2, xf2)|| ≤ (23)
√

2||φ(t,Nsxs1 +Nfxf1, u)− φ(t,Nsxs2 +Nfxf2, u)||

and

||J(t, u, xs1, xf1)− J(t, u, xs2, xf2)|| ≤ (24)

√
2
θ
√

1 + ε
√

1 + ε− 1
||Ns||xs1 − xs2||

which implies J(t, u, xs, xf ) is Lipschitz with re-
spect to xs. Thus, the existence and uniqueness
of xs in the dynamic equation of (22) has been
verified. As a result, the equivalent plant (9) is
causal and solvable.

(ii) The proof of the asymptotic stability: Let-
ting

Vc(x) = x′E′Px = x′P ′Ex (25)

and taking the derivative and using (9) and (11),
one has

V̇c(x) ≤ x′Λx+ 2x′P ′BḠCē+ x′P ′Bdd. (26)

Let

Vh(x, ē) = Vc(x) + εhV0(ē) (27)

with

V̇0(ē) ≤ −ν||ē||2 (28)

and

Vh(x, ē) ≤ e−βht/αhVh(x(0), ē(0)) (29)

Noticing that

Vh(x, ē) = [ x′s ē′ ]

[
P11 0
0 εhP̄

] [
xs
ē

]
(30)

and choosing

ψ = λmin

[
P11 0
0 εhP̄

]
(31)

equations (29), (30) and (31) imply that

∣∣∣| xsē ∣∣∣ | ≤
√
Vh(x(0), ē(0))

ψ
e−βht/2αh (32)

Hence xs → 0 and ē → 0 as t → ∞. According
to the output equation of (20) or (22) and under
zero disturbances, one has

||xf || ≤
√

1 + ε
√

1 + ε− 1
(||θ||||Ns||||xs||+ ||BḠC||||ē||). (33)

Since xs → 0 and ē→ 0 as t→∞, the equation
(33) implies xf → 0 when t→∞. Therefore, the
plant (20) or (22) is asymptotically stable, and
equivalently the plant (9) is asymptotically stable.

(iii) The proof of the guaranteed performance
index: Define

H = V̇h(x, ē) + y′y − λ2d′d (34)

Using (9)and (26), one can derive that

H ≤ x′dΩ̄xd + ε||x||||ē||+ εhV̇0(ē), (35)

where xd = [x′d′]′, Ω̄ =

[
Ω P ′Bd
B′d −λ2I

]
Ω = Λ + C ′C (36)

Λ and ε0 are defined as before. Applying the Schur
complement to (13), we have equivalently Ω̄ < 0.
We denote

νd = λmin(−Ω̄) (37)

Substituting (28) and (37) into (35), one has

H ≤ −νd||xd||2 + ε0||x||||ē|| − ν0εh||ē||2 (38)

and choosing εh > ε20/νdcνo with νdc =
min(νc, νd), we have

H ≤ −νd
2
||xd||2 −

ν0εh
2
||ē||2 (39)

Under zero initial conditions and from (34) and
(39), we have∫ Tf

0

(y′y − λ2d′d)τ ≤
∫ Tf

0

Hdτ ≤ 0 (40)

which means that (10) holds. This completes the
proof.

Remark 1 It is noticed that (13) is nonlinear
matrix inequality, we thus have a continuous in-
terest to transform (13) into the LMI form.

Theorem 2 The closed-loop system (9) is solv-
able, causal and asymptotically stable, and
||y||Tf

≤ λ||d||Tf
if there exists an non singular

Q ∈ <n×n and a matrix Y ∈ <m×n such that

Q′E′ = EQ ≥ 0 (41) (AQ+BY )′ +AQ+BY Q′ Q′C′ Bd
Q −I 0 0
CQ 0 −I 0
B′d 0 0 λ2I

 < 0 (42)

Furthermore, if a feasible solution (Q,Y ) exists in
the above LMIs,the output feedback gain can be
GC = Y Q−1.

Proof:
Pre-multipliying P ′−1 and post-multiplying

P−1 on the inequalities (12) and (13), and letting
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P−1 = Q, GCP−1 = GCQ = Y , then using the
Schur complement, the inequalities (41) and (42)
can be obtained immediately. This completes the
proof.

Clearly , the equation (41) is a LMI, but not
a strictly LMI. Thus, we will make a further
development to give modified conditions in strictly
LMI forms convenience of calculation.

Lemma 3 (Ibrir, 2004) For any given vectors α,
β and a positive definite matrix P with compatible
dimension, one has

α′β + β′α ≤ α′Pα+ 2β′P−1β. (43)

Lemma 4 (Gao and Ding, 2007) All Z ∈ Rn×

satisfying

Z ′E′ = EZ ≥ 0 (44)

can be parameterized as

Z = WE′ + E†qQ (45)

where W ≥ 0 ∈ <n×n Q ∈ <(n−q)×n are parame-
ter matrices; E>q ∈ <n×(n−q) is a matrix such that

EE>q = 0 and rank(E>q )=n-rank(E)=n-q. Fur-
thermore, when Z is nonsingular, W > 0.

Theorem 5 The closed-loop system (9) is solv-
able, causal and asymptotically stable, and
||y||Tf

≤ λ||d||Tf
if there exists an positive definite

matrix W ∈ <n×n, and matrices S ∈ <(n−q)×n

Y ∈ <m×n such that Λa11 (Λa12 )′ (Λa13 )′ Bd
Λa12 −I 0 0
Λa13 0 −I 0
B′d 0 0 −λ2I

 < 0 (46)

where Λa11 = (AWE′+AE>q S+BY )′+AWE′+

AE>q S + BY , Λa12 = WE′ + E>q S, Λa13 =

CWE′ + CE>q S, E>q ∈ <n×n−q is a matrix such

that EE>q = 0 and rank(E>q )=n − rank(E) =
n−q. Furthermore, if a feasible solution (W,S, Y )
exists in the LMI (46), the output feedback gain
can be computed as GC = Y (WE′ + E>q S)−1.

Proof:
Based in Theorem (2) and Lemma (4) the re-

sult holds immediately.

6 CONCLUDING REMARKS

For Lipschitz nonlinear descriptor systems with
bounded input disturbances, by solving a Lya-
punov equation, a robust state-space observer was
proposed in (Gao and Ding, 2007). In this pa-
per were presented the approach is developed for
nonlinear Lipschitz descriptor systems, where the
solvability, causality, asymptotic stability and per-
formance are guaranteed. The main result pro-
vided condition for the design the output feedback
controller, was presented using an LMI approach,
where the theorem for existence the output feed-
back matrix was presented.
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Verghese, G. C., Lèvy, B. C. and Kailath, T.
(1981). A general state space for singu-
lar systems, IEEE Trans. Automatic. Control
26: 811–831.

Proceeding Series of the Brazilian Society of Applied and Computational Mathematics, Vol. 1, N. 1, 2013.

DOI: 10.5540/03.2013.001.01.0022 010022-4 © 2013 SBMAC

http://dx.doi.org/10.1109/9.508914
http://dx.doi.org/10.1109/TAC.2003.809774
http://dx.doi.org/10.1080/00207170310001605034
http://dx.doi.org/10.1007/BFb0002475
http://dx.doi.org/10.1016/j.automatica.2006.11.018
http://dx.doi.org/10.1109/3468.911372
http://dx.doi.org/10.5540/03.2013.001.01.0022



