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Abstract. Good image segmentation can be achieved by finding the optimum solution to
an appropriate energy function. A Hopfield neural network has been shown to solve complex
optimization problems fast, but it only guarantees convergence to a local minimum of the
optimization function. This paper proposed a little modification in the Hopfield neural network,
the experimental results were made with proposed model for gray-scale images segmentation on
synthetic and satellite images showing its effectiveness.
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1 Introduction

The image segmentation is an important component of computer vision systems, whose
goal is to partition a given image into meaningful regions and label each region by a region
type. Also, it is a prerequisite for high-level image understanding and interpretation. A class
per se is constituted by segmentation techniques adopting classification techniques based on
neural networks.

It is well-known that the design of artificial neural networks (ANN’s) try to imitate the in-
formation processing of biological neural cells. They offer two important properties in pattern
recognition tasks: their extended parallel processing capability and nonlinear characteristics
are used for classification and clustering, which allows for very fast computational times and
makes them suitable for real time applications and good robustness to disturbances, which al-
lows for reliable estimates. In the field of pattern recognition and decision making, ANN’s have
been established as a promising implementation of statistical, nonparametric, discriminant
analysis because they can learn and synthesize the available information without requiring
any statistical modeling of the problem [13].

ANN’s are composed of many computational elements connected by links with variable
weights. The complete network, therefore, represents a very complex set of inter-dependencies

1doalbanez6@gmail.com
2sergio@ufg.br
3marcos.batista@pq.cnpq.br
4celiazb@ufu.br

Proceeding Series of the Brazilian Society of Applied and Computational Mathematics, v. 6, n. 1, 2018.

Trabalho apresentado no XXXVII CNMAC, S.J. dos Campos - SP, 2017.

DOI: 10.5540/03.2018.006.01.0378 010378-1 © 2018 SBMAC

http://dx.doi.org/10.5540/03.2018.006.01.0378


2

which may incorporate any degree of non-linearity, allowing very general function to be mod-
eled. Training time are usually very long, but after training, the classification using artificial
neural networks is rapid. Usually the number of classes is derived with some a priori know-
ledge on the problem or in a pre-processing stage.

A number of algorithms have been proposed for segmenting gray-level images with neural
networks [7]. Image segmentation may be considered as a clustering process in which the
pixels are classified into the attributed regions based upon their gray-level values. In this
paper, we will discuss a neural network based technique, Hopfield Neural Network (HNN),
for images segmentation.

More and more researchers have sought knowledge to segmentation images using HNN,
we can name some examples low:

Huang [6] and Tenorio [12] applied HNN to image segmentation and image matching.

Cheng [2] tackled the image segmentation problem by minimizing the cost function, which
is defined as the mean distance measured between the gray level values and the member of
classes.

Huang [6] and Campadelli [1] proposed a different network structure which used a N ×
M ×S neuron array with the columns and the rows representing the N ×M image pixels and
the layers representing S classes of the object in the segmented image.

Rout [8] and Shen [11] used HNN to find an optimal threshold surface, which is determined
by interpolating the image gray levels at edge points for segmenting image into different areas.

In this paper, we propose a small change in energy function as a result we apply the model
proposed for segmentation on synthetics and satellite images, showing the effectiveness of the
network.

The remainder of the paper is organized as follows: Section 2 reviews Hopfield Neural
Network. Section 3 presents our proposed HNN model. Section 4 presents the implementation
and results obtained with the proposed model. Finally, Section 5 presents the considerations.

2 Hopfield Neural Network (HNN)

Hopfield neural networks are artificial neural networks that have feedback and can be used
as associative memories, in which the network is able to store information based some of its
states. In addition, they can solve combinatorial optimization problems [3].

Hopfield [4] proposed a neural network architecture composed of neurons with graded
responses (sigmoid input-output relation). He showed that the HNN can solve complex opti-
mization problems such as a traveling salesman problem [5] fast once a proper energy function
has been chosen. As Hopfield neurons are similary the real biological neurons, they can be
implemented by real physical devices. It should be noted, however, that a HNN can solve
optimization problems fast when a proper energy function is given, but it only guarantees
convergence to a local minimum, not to the global minimum solution.

HNN for the optimization application consist of many interconnected neuron elements.
The HNN structure consist of N ×M neurons with each row representing a pixel and class
column representing a cluster. The network classify the image of the N pixels of the P features
among M class such that the assignment of the pixels minimizes the criterion function [9]:

E =
1

2

N∑
k=1

M∑
l=1

R2
klV

2
kl + c(t)

N∑
k=1

M∑
l=1

NklVkl (1)
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where Rkl is the Mahalanobis distance measure between the kth pixel and the centroid of
the class l, Vkl is the output of the klth neuron, Nkl is an N ×M vector of independent high
frequency white noise source, c(t) is a parameter controlling the magnitude of noise that must
be selected in such a way that it approaches zero as time t tends to “infinity” and can be
mathematically as [10]

c(t) = βe−αt (2)

where β > 0 controls the initial amplitude of the noise at (t = 0) and α > 0 determines the
rate of noise damping. The minimization is achieved by solving a set of motion equations
satisfying [9]

∂Ukl
∂t

= −µ(t)
∂E

∂Vkl
(3)

where Ukl is a input of the kth neuron and µ(t) is a scalar positive function of time, is define
by [9]:

µ(t) = t(Ts − t) (4)

where t is the iteration step and Ts is the maximum value of interactions. If the input-output
function of the neuron is increasing and the system satisfies (3), the energy continuously
reduces as a function of time and the system converges to a local minimum.

3 Proposed HNN Model

Our first proposed concerns the formulation of the energy function of the segmentation
process. We consider the classification as a partion of N pixels of P features into the best M
classes, and we propose the following equation

E =
1

2

N∑
k=1

M∑
l=1

R2
klV

2
kl −

N∑
k=1

M∑
l=1

UklVkl (5)

where Ukl is the external input, Rkl is the Euclidean distance measure between the kth pixel
and the centroid of the class l and Vkl is the output of the klth neuron.

The second term of Equation 1 was modified and the term c(t) = 1.
As a second contribution we replace the Mahalanobis distance by Euclidean distance. The

generalized distance measure between the kth pixel and the centroid of class l by

Rkl =
∥∥Xk − X̄l

∥∥
A−1

l
; 1 ≤ k ≤ N, 1 ≤ l ≤M (6)

where Xk is a P-dimensional feature vector of the kth pixel (P=3 for respect to the RGB
color space components), Al is an identity matrix, X̄l is the P-dimensional centroid vector of
class l.

4 Implementation and Experimental Results

A large number of experiments have been conducted to observe the difference in the each
network. The neural network architecture consists of a grid N×M neurons with each column
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representing a cluster and each row representing a pixel. The network is designed to classify
the feature space without teaching through the compactness of each cluster calculed using
the Euclidean distance measure by Equation 6. By applying 3 to 5, we get a set of equations
for neural dynamics given by

dUkl
dt

− µ(t)[R2
klVkl − Ukl] (7)

where Ukl and Vkl are the input and output of the klth neuron, respectively. The input-output
of kth row is given by {

Vkl(t+ 1) = 1 if Ukl < Max[Ukl]

Vkl(t+ 1) = 0 otherwise
(8)

where Max[Ukl] = 0.0002.

To facilitate the comprehension of the proposed PCNN model, we describe the process
through the Algorithm 1.

Algorithm 1: The proposed HNN image segmentation

1) Initialize the input of neurons to random values (which amounts to a random assignment
of N pixels to M classes).
2) Apply the following inputoutput relation given in 8 to obtain the new output values for
each neuron, establishing the assignment of pixels to classes.
3) Compute the centroid X̄l as

X̄l =

[
N∑
k=1

XkVkl

]
/nl (9)

4) Update the inputs of each neuron by solving the set of differential equations in Eq. 3
using Euler’s approximation

Ukl(t+ 1) = Ukl + dUkl/dt. (10)

5) If there is change in the inputs, repeat from step 2), else terminate.

4.1 Experimental Results

In this section, we presented the experimental results of proposed model for synthetics
and satellite images segmentation. The first experiment is performed on synthetic images
to demonstrate the effectiveness of the proposed model to separate the object and the back-
ground (see Fig. 1 for an example of these images). The second experiment is performed on
satellite images for Goiás region, as shown in Fig. 2. The satellite images were obtained by
satellite CBERS-2B (China-Bazil Earth Resources Satellite), available on the website of INPE
(National Institute of Space Research). The objective was to segment each image in objects
and the background, so, we apply two clusters HNN segmentation. The first column shows
the original images. The second column shows the segmentation result using the proposed
HNN model.
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1.

2.

Figure 1: Experiments with synthetics images, in the left column shows the original image,
in the right column shows the result of our algorithm HNN.

The proposed method is also applied on satellite images which contains water and agri-
culture area. In Fig. 2 experiment 1 shows reservoir and dam between the municipalities of
Cascallho Rico and Três Ranchos, in experiment 2 shows the river Paranáıba in the state of
Goiás in Brazil, in experiment 3 and 4 shows the rivers and agriculture areas, respectively.

As can be seen from the presented result, the HNN is giving good results in all the images.
Remembering that, the objective was to segment each image in objects and the background,
so, we apply two clusters HNN segmentation. With this, we observed that in satellite images
this difference is very clear, being able to easily distinguish rivers and agricultural areas.

5 Conclusions

In this study we have presented some contributions in the use of a Hopfield network
for the segmentation the synthectis and satellite images. In the proposed model, energy
function of the original model was simplified, and the experiments on synthetic and satellite
images demonstrated the efficiency of the network, and successful segmentation results were
obtained. The satellite images of Goiás region were obtained by satellite CBERS-2B and
using HNN algorithm with two clusters. We have shown that the performance of the network
is mainly dictated by energy function optimization. For simplicity, the optimization criterion
we considered the Euclidean distance between the pixel and the centroid of class. Also, the
elimination of a noise term which allowed a good segmentation.
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4.

Figure 2: Experiments with satellite images, in the left column shows the original image, in
the right column shows the result of our algorithm HNN.
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