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Antônio José da Silva Neto4
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Abstract. In this work an approach to design data driven based fault diagnosis systems
using fuzzy clustering techniques is presented. In the proposal, the data was first pre-
processed using the Noise Clustering algorithm. This permits to eliminate outliers and
reduce the confusion as a first part of the classification process. Secondly, the Kernel Fuzzy
C-means algorithm was used to achieve greater separability among the classes, and reduce
the classification errors. The proposed approach was validated using the nonlinear contin-
uous stirred-tank reactor benchmark problem. The results obtained indicate the feasibility
of the proposal.
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1 Introduction

In industries the faults in equipments can have an unfavorable impact in the availability
of the systems, the environment and the safety of operators. For such reason, the faults
need to be detected and isolated, being these tasks associated to the fault diagnosis systems
[1]. By performing an analysis of the different techniques developed in the recent years for
control and fault diagnosis tasks, it is significative the increment in the use of the fuzzy
clustering methods [2, 3].

The Fuzzy C-Means (FCM) algorithm, [4], obtains very good results with noise free
data but are highly sensitive to noisy data and outliers [5]. Other similar techniques such
as Possibilistic C-Means (PCM) [6] and Possibilistic Fuzzy C-Means (PFCM) [7] work
better in presence of noise in comparison to FCM. Noise Clustering (NC) [8], Credibility
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Fuzzy C-Means (CFCM) [9], and Density Oriented Fuzzy C-Means (DOFCM) algorithm
[10] were proposed specifically to work efficiently with noisy data.

The clustering output depends upon various parameters such as distribution of data
points inside and outside the cluster, shape of the cluster and linear or non-linear separa-
bility. The effectiveness of the clustering method relies highly on the choice of the distance
metric adopted. Researchers have proposed other distance measures such as, for example,
Kernel based distance measure in data space and in high dimensional feature space, such
that non-hyper spherical/non-linear clusters can be detected [11]. Another problem usu-
ally present in fuzzy clustering methods is that their performance depend significantly on
the initialization of their parameters.

In order to overcome these problems, in this work a fault diagnosis methodology, using
fuzzy clustering techniques in the preprocessing and classification processes, is proposed
to fault diagnosis.

The organization of the work is as follows: in section 2 a description of the proposed
classification methodology using fuzzy clustering techniques is presented. The section 3
presents the experiment design, and the case study used to validate the proposed method-
ology. In section 4 an analysis of the obtained results is presented. Finally, the conclusions
are posed.

2 Proposed classification methodology using fuzzy cluster-

ing

The classification scheme proposed in this work is shown in Fig. 1. In the first step,
a set of N observations (data points) X = [x1, x2, ..., xN ] are classified into c+1 classes
using the NC algorithm. The first c classes represent the faults to be diagnosed, as well
as the normal operation conditions of the process, and they contain the data points to be
used in the next step of the classification methodology. The other remaining class contains
the data points identified as outliers, and they are not used in the next step.

In the second step, the Kernel Fuzzy C-Means (KFCM) algorithm [11] is applied. This
algorithm receives the set of observations classified by the NC algorithm in the c classes
as a set of observations to be classified. The KFCM algorithm maps these observations
into a higher dimensional space in which the classification process obtains better results.
Finally, it can be implemented a final step for optimizing the parameters of the NC and
KFCM algorithms. In this work, the step 3 of optimization was not applied.

Figure 1: Classification scheme using fuzzy clustering.
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3 Study case and experimental design

In order to apply the proposed methodology to fault diagnosis, the Continuous Stirred-
Tank Reactor (CSTR) benchmark problem was selected [12]. The CSTR is composed of
a tank, a cooling jacket, a stirrer, a pump, and instrumentation such as control valves,
level, temperature and flow transmitters, and PI controllers. The mass and energy balance
equations for describing the dynamics of the process can be seen in [12]. The controlled
variables are the reactor temperature (T ), and the tank level (h). The manipulated vari-
ables are the flow of coolant supply (QC) and the reactor output flow (Q). The CSTR
and its feedback control system are shown in Fig. 2.

Figure 2: Continuous Stirred-Tank Reactor (CSTR) system with cascade control.

A set of measurements of the 14 process variables shown in Table 1, was stored with
a sample time of 1 second. For each one of the six process states (Normal operation
and the five faults shown in Table 2) were stored 1000 observations, leading to a total of
6000 observations. To this data set were added 600 new observations evenly distributed
among the classes in order to represent the possible outliers for each class. Furthermore,
white noise was added in the simulation to measurements and process variables in order
to simulate the variability present in real world processes.

Table 1: Measured process variables.
Description Symbol Description Symbol

Reactor Concentration CA Feed concentration CAF

Reactor temperature T Feed temperature TF

Coolant temperature TC Feed coolant temperature TCF

Reactor level h Level control signal hC

Reactor Outlet flow Q Flow control signal QC

Reactor Coolant flow QC Temperature control signal TC

Reactor feed flow QF Coolant Flow control signal QCC

The four experiments presented in Table 3 were performed. In the first and the second
experiments, the step 1 (outliers determination) of the proposed diagnosis scheme was not
applied. In the first experiment, the FCM algorithm was applied in the step 2 (classifica-
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Table 2: Faults simulated in the CSTR benchmark problem
Fault Description Nominal Value

F6 Step change in QF 10 L/min
F7 Ramp change in CAF 6.10−4(mol/L)/min
F8 Ramp change in TF 0.1 K/min
F9 Ramp change in TCF 0.1 K/min
F11 Step change in downstream pressure PD 5 psi

tion), and in the second experiment the KFCM algorithm was used. For the experiments
3 and 4 the NC algorithm was applied in the step 1, and the FCM and KFCM algorithms
were applied in the second step, respectively. The values of the parameters used for the
applied algorithms are: Number of iterations = 100, ǫ = 10−5, m = 2, σ = 10 (only used
for the KFCM algorithm) and λ = 0.01 (only used for the NC algorithm), these values
in the parameters are used in [10, 13]. The objective of these experiments is to study the
joint effect of the data preprocessing to eliminate the outliers for the classification process
and the kernel algorithm in the classification process.

Table 3: Experiments performed.
Experiment Stage 1 Stage 2

1 - FCM
2 - KFCM
3 NC FCM
4 NC KFCM

4 Analysis of the results

4.1 Experiment 1

Table 4 shows the confusion matrix for experiment 1 where NOC: Normal Operation
Condition, and the faults F6-F9 and F11 are described in Table 2. The main diagonal is
associated with the number of observations successfully classified (OSC). Since the total
number of observations per class is known, the accuracy (TA = OSC/Total), and the
overall error (E = 1 - TA) can also be computed. The last row shows the average (AVE)
of TA and E.

These results indicate the difficulty of the FCM algorithm to obtain satisfactory results
in the classification in the presence of outliers. In addition, it is evident a great confusion
between faults 7 and 8.

4.2 Experiment 2

As shown in Table 5, KFCM algorithm has similar difficulties to FCM in the classifi-
cation process in the presence of outliers. This problem affects the correct classification
of the different operating states.
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Table 4: Confusion matrix for experiment 1: FCM (NOC: 1100, F6: 1100, F7: 1100, F8:
1100, F9: 1100, F11: 1100)

NOC F6 F7 F8 F9 F11 TA (%) E (%)

NOC 1001 15 21 9 36 18 91.00 9.00
F6 5 1009 23 15 33 15 91.72 8.28
F7 1 24 709 319 31 16 64.45 35.55
F8 5 19 22 1018 24 12 92.54 7.46
F9 22 5 14 35 1008 16 91.63 8.37
F11 6 15 28 8 29 1014 92.18 7.82

AVE 87.25 12.75

Table 5: Confusion matrix for experiment 2: KFCM (NOC: 1100, F6: 1100, F7: 1100,
F8: 1100, F9: 1100, F11: 1100)

NOC F6 F7 F8 F9 F11 TA (%) E (%)

NOC 1026 19 14 24 5 12 93.27 6.73
F6 19 1013 18 5 30 15 92.09 7.91
F7 5 11 737 301 27 19 67.00 33.00
F8 24 19 22 1018 5 12 92.54 7.46
F9 22 18 10 4 1028 18 93.45 6.55
F11 29 15 7 28 6 1015 92.27 7.73

AVE 88.44 11.56

4.3 Experiment 3

Step 1

Table 6 shows that the NC algorithm classifies as outliers 595 observations (O class), which
represents a 99.17% accuracy in classification. In addition, NC algorithm obtains good
results in the classification of the other states although these classification results will not
be used in the next step.

Step 2

After applying the algorithm FCM in the step 2 to classify the observations obtained from
the step 1 the results are the same to those shown in Table 6 for the classes NOC, F6, F7,
F8, F9 and F11. This is because the main difference between NC and FCM algorithms is
the capacity to classify outliers. Therefore, when the data to classify are clean of outliers
the results are similar.

4.4 Experiment 4

Step 1

The classification results observed with step 1 in this experiment are the same of as those
obtained in experiment 3 (Table 6).
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Table 6: Confusion matrix for experiment 3: NC (NOC: 1000, F6: 1000, F7: 1000, F8:
1000, F9: 1000, F11: 1000, O: 600)

NOC F6 F7 F8 F9 F11 O TA (%) E (%)

NOC 1000 0 0 0 0 0 0 100 0
F6 0 994 0 1 0 0 5 99.40 0.60
F7 0 0 674 326 0 0 0 67.40 32.60
F8 0 1 1 998 0 0 0 99.80 0.20
F9 0 0 0 1 995 4 0 99.50 0.50
F11 0 0 0 3 0 997 0 99.70 0.30
O 0 1 3 0 0 1 595 99.17 0.83

AVE 94.99 5.01

Step 2

Table 7 shows the confusion matrix. In this case better classification results are achieved
compared with FCM algorithm, as a result of the better separability of the classes due to
the application of the kernel function.

Table 7: Confusion matrix for experiment 4: NC-KFCM (NOC: 1000, F6: 1000, F7: 1000,
F8: 1000, F9: 1000, F11: 1000)

NOC F6 F7 F8 F9 F11 TA (%) E (%)

NOC 1000 0 0 0 0 0 100 0
F6 0 999 0 1 0 0 99.90 0.10
F7 0 0 995 5 0 0 99.50 0.50
F8 0 0 1 999 0 0 99.90 0.10
F9 0 0 0 1 999 0 99.90 0.10
F11 0 0 0 0 0 1000 100 0

AVE 99.87 0.13

5 Conclusions

In the present work a new classification scheme to fault diagnosis using fuzzy clustering
techniques is proposed. In the proposal, the NC algorithm is used in a first step of
preprocessing data to remove the outliers, and the KFCM algorithm is used in a second
step of data classification to make use of the advantages introduced by the kernel function
in the class separability, in order to obtain better classification results. Some experiments
were performed and their results show the feasibility of the proposal. A possible third step
could be used to optimize the parameters of the used algorithms.
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