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Abstract. A teacher who wants to present ordinary differential equation subjects with
Pélya’s flavour has had a hard time on finding good examples which fits that aim. It might
be due the fact that many well-done solutions obtained by using Pdélya’s approach, for some
reason, were never even submitted for publishing by its authors. Here we describe how
looking back at Leibniz’s integrating factor lead us to an integrating factor method for non-
homogeneous second order linear equations. This approach avoids the need of knowledge on
complex number’s topics such as Euler’s identity and complex exponential.
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1 Introduction

Most introductory books on ordinary differential equations — for instance, [1] — present
the integrating factor method for solving first order linear differential equations

y'(t) +p(t) y(t) = q(t), (1)

where p and g are given continuous functions. We owe this method to Leibniz and its first
step involves multiplying equation (1) by a certain function u(t), thus

p(t)y' () + p(t) p(t) y(t) = u(t) a(t) . (2)

The second step is to pick a function p(t) such that p/(t) = p(t) u(t), for instance, u(t) =

t
elio P AT, Therefore, equation (2) becomes

((t) y(8)" = p(t) g(t) - (3)
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Then, by integration we obtain

() () = / u(r) g(r)dr + &,

0

from which it follows that the general solution of Equation (1) is

o= = ( /t:mr)g(r)ch +E). ()

where k is an arbitrary constant.

On his best-selling [3], Pdlya separates the problem solving process into four phases,
namely, understanding the problem, devising a plan, carrying out the plan and looking
back. The influence of Polya’s four phases on mathematical education can be noted, for
instance, by the fact that almost every article submitted to the 1980 yearbook of the
National Council of Teachers of Mathematics, which were concerned on problem-solving,
references to them [2]. However, a teacher who wants to present ordinary differential
equation subjects with Pdlya’s flavour has had a hard time on finding good examples
which fits that aim. It might be due the fact that many well-done solutions obtained by
using Polya’s approach, for some reason, were never even submitted for publishing by its
authors.

This article focus on the last phase, the looking back, whose suggestions are: can
you check the result? can you check the argument?; can you derive the result differently?
can you see it at a glance?; can we use the result, or the method, for some other pro-
blem?. Notice that one could easily check that y given by (4) is a solution of equation (1).
Furthermore, it is not hard to check the arguments in each step of Leibniz’s integrating
factor method too. There is another classical way for solving equation (1): the variation
of parameters method. However, can we use the Leibniz’s integrating factor method for
some other problem? More specifically, let b and ¢ be two given constants and consider
the second order linear differential equation

y'(t) + by (t) +cy(t) = g(t) . (5)
Question 1.1. Can we use a sort of Leibniz’s integrating factor method for equation (5)%

Our main purpose was to describe, as good as we could, how looking back at Leibniz’s
integrating factor lead us to an integrating factor method for equation (5). Although the
authors could not find the solution presented here elsewhere, they are not quite sure that
it is a new one. The next section describes how the first partial answer to the question 1.1
came out: the identical roots case. That first achievement gave us hope to persist on our
task and eventually we have surpassed the distinct real roots case as reported in Section
3. Once the first and second rounds were gone, we were confident enough to the last one,
the complex roots case, presented in Section 4.
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2 Identical Roots

In the beginning Leibniz solved equation (3) and we saw his solution, that it was good.
And then, we consider the equation

() y(®))" = pu(t) 9(t) , (6)

which is similar to equation (3) and that could be easily solved too. Equation (6) can be
rewritten as

p(t) " (8) + 20/ (0)y' () + 1" () (t) = p(t) g(t) (7)

then, once you have seen the Leibniz integrating factor method, you knows that if

{w) = (b/2) u(t),

W) = (). ®)

it is all settled and done. ,
The general solution of the first equation in (8) is given by u(t) = ke2!. Thus,

substituting p(t) = ke2! into the second equation of (8), we have (b?/4) kel =ckest.
Hence, whenever we have b> — 4c = 0, the integrating factor u(t) = e3! transforms our

original equation (5) into

Thus
If we denote

then by integration of equation (9) we obtain

y(t) = e 3! (

In particular, we can find the general solution of exercise 7 at page 189 of [1]:

/th(r) d7'+clt+02> . (11)

to

Example 2.1. Solve the differential equation
Y () + 4y (t) + dy(t) =t 272, t>0. (12)

Solution: Since b = 4 and ¢ = 4, the discriminant is zero. Therefore, the integrating
factor can be pu(t) = e*. Moreover, from equation (10), we have

t t
h(t) = / T 2e T dr = / 7% = —t7 4 ¢, (13)

to to

Thus, from equations (11) and (13), we find that the general solution of (12) is given by

¢
y(t) = e 2t <—/ rldr et + CQ) = e 2 In(t) + cite 2t 4 cqe™ 2.

to
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3 Distinct Real Roots
In order to employ de integrating factor idea, our left side of Equation (5) shall be like

p(t)y" () +v(t) y' () + o(t) y(t).

Moreover, this left side must be in someway reduced to a problem that we know how do
solve. After some period of time of thinking and resting we realize that if our left side
could be reduced to

(u(t) [y (&) + ky®)])
the question could be aswered. Notice that

((®) [y () + ky()])" = w(t)y" (1) + [0/ () + k)Y (8) + ki (O y(t) = q(t)  (14)

Therefore, the left side of our original Equation (5) will become (14) if

{u’(t) -k pu(t) = bp(t). 15)
W (8) = (e/K) ut).
If we choose k # b and k # 0, then, solving the system (15), we may have
u(t) = PRt = ekt (16)
Thus, it is sufficient to make b — k = (¢/k), and hence we can choose
g Ve \/’;2_740 - (17)

From Equations (16) and (17), we can pick as our integrating factor u(t) = e®!, where

b— Vb2 —4
o= YT, (18)
2
Now our problem can be reduced to
(e [y'(0) + ky@®)]) = e'g(1). (19)
If we denote .
ne) = [ emg(rdr, (20)
to
then,
Y () +kyt) =h(t)e * +cre . (21)
At last, from the integrating factor for first order linear differential equations, we obtain
¢ t
y(t) = e *! </ h(r) e* =7 dr + ¢ / =T dr + 02> (22)
to to

For instance, consider the exercise 1 at page 183 of [1]:
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5
Example 3.1. Solve the differential equation
y'(t) — 29/ (t) = 3y(t) = 3¢™.
Solution: Since b = —2 and ¢ = —3, we have
2 22 —4.(-3 2— /22 —4(-3
k= + ( ):1 and a= ( ):—3.
2 2
Moreover, from equation (20),
¢
h(t) :/ 3e2Te3Tdr = -3¢ +c. (23)
to
From equation (22),
t t
y(t) =e? (/ (3T +ce'™) dr + 1 / eATdr + 62> =2t ket ket
to to
4 Complex Roots
Instead of the general problem, let us consider the following example:
Example 4.1. Find the solution of the differential equation
y'(t) +2y/(t) +4y(t) =0. (24)

Since b = 2 and ¢ = 4 — i.e., the discriminant is negative — example 4.1 can not be solved
in those ways presented in the previous sections. After deal with those two previous cases,
it was, in some sense, natural for us reduce our original problem to an equation like

(1) [y (1) + () y(@)]) = p(t) y" (&) + (1 (1) + v(Ou®] Y () + @) y(E) = 0. (25)

Notice that it differs from equation (14): we have now v(¢) instead of a given constant
k. Our hope was that the flexibility of choosing a function v(t) could gave us the answer.
Multiplying equation (24) by u(t), we have

pt)y" () + 2u(t)y' (t) + du(t)y(t) = 0. (26)

Hence, equation (26) would be reduced to equation (25), whenever
(27)

The first equation of system (27) can be rewritten as u/(t) = (2 — v(¢))u(t) for which

M(t) _ e?t—ftto v(T)dr (28)
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is a solution. Furthermore, substituting u/(t) = (2 — v(¢))u(t) in the second equation of
system (27), we have

(2 = v(®)u(t) v(t) + pu(t) V' () = 4u(t) ,

or equivalently,

2—vt)v(t)+V(t)=4. (29)
Equation (29) is a separable equation. Indeed, we have
1 1
———dv=dt . ——s——dv=dt.
V2 —2v+4 g o (w—=1)2+3 g

Thus
L arct (v _ 1) t+
— arctan [ —— | =t +c¢
V3 V3
Setting ¢ = 0, we have v(t) = 1 + /3 tan(v/3t) from which follows that

/tv(r)dr =t +In|sec(V3t)| + c. (30)

to

Therefore, from Equations (28) and (30), we can pick j(t) = e’ cos(v/3t) as our integrating

factor. Thus

et cos(V/31t) [y’(t) + [1 +3 tan(\/gt} y(t)] =c,
or equivalently,

Y (t) + [1 +3 tan(\/gt)} y(t) = cr et sec(V3t). (31)
The integrating factor for Equation (31) can be y(t) = e’ sec(v/3t). Hence, we have

(et sec(V31) y(t)), = ¢y sec?(V/3t).

Thus, by integration, we obtain

el sec(V3t)y(t) = /t: crsec?(V3t)dr = cl\}g tan(v/3t) + ca.

Finally,

y(t) = et <a1 sin(v/31) + e2 cos(v/3 t)) .
And now the reader is ready for the following two Exercises:
Exercise 4.1. Solve by the integrating factor method the problem

y'(t) + 2y (t) + 5y(t) = 3sin(2t).
Exercise 4.2. Solve by the integrating factor method the problem
y'(t) + by (t) + cylt) = g(t),

where that b and ¢ are given real numbers for which b*> — 4c < 0.

The solution of exercise 4.2 completes the answer of question 1.1.
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5 Conclusion

The reader may notice that

e this approach deals directly with non-homogeneous second order linear equations;

e it also avoids the need of knowledge about some complex number topics such as
complex exponentiation and Euler’s identity;

e on other hand, the linear algebra character of the homogenous solution plus a parti-
cular solution do not emerge here as naturally as in the usual approaches for second
order linear differential equations.

The presentation of this answer for the question 1.1, for instance, may last about three
hours. Therefore, it have been difficult for us to both cover all the classical contents
of ordinary differential equations and provide a good number examples a la Polya. As
an alternative, we are creating and typing several Polya’s problem solving examples and
providing to our students as a complementary material.

Polya’s looking back phase is always open-ended, any solved solution is the starting
point for another looking back phase. For instance, once you saw how we have answered
question 1.1 into three steps,

Exercise 5.1. Can you answer question 1.1 at a glance?

Moreover, in [4], the Leibniz’s integrating factor idea is adapt in order to solve first order
linear difference equations.

Exercise 5.2. Can you adapt this method for solving second order linear difference equa-
tions?
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