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An important technique in data analysis is principal component analysis or PCA.
Given a covariance matrix S, in PCA we need to compute the eigenvector associated to
a greatest eigenvalue of S in order to determine the direction of the so-called principal
components [3]. It is well know that computation of eigenvalues of general matrices is
expensive, and therefore, several authors use techniques of numerical approximation [5].
Furthermore, computations are more efficient whenever the matrices are sparse.

A technique for constructing sparse matrices (matrices with many zeros) is spectral
sparsification, which is a technique from algebraic graph theory [2]. Given a square and
symmetric matrix M which is dense (a matrix with few zeros), spectral sparsification
approximates M by a sparse matrix M̃ under some well-defined criteria and with no loss of
the spectral properties of M . Many other notions of approximation were introduced before,
however, we will use an idea of similarity between matrices called spectral sparsification
introduced by Spielman and Teng [2]. Two matrices are similar if their respective quadratic
Laplacian forms are. More formally, let G = (V,E) be a undirected and weighted graph
and let A = (Aab) in Rn×n be its adjacency matrix. We define the Laplacian matrix
L = (Lab) of G as

Lab =


−Aab if a 6= b∑

bAab if a = b.
(1)

The quadratic Laplacian form of L is define as

xTLx =
∑

(u,v)∈E

(x(u)− x(v))2, (2)

where x ∈ RV = {x : V → R}. We say a graph G̃ is a σ-spectral sparsifier of G if for all
x ∈ RV it holds that

1

σ
xT L̃x ≤ xTLx ≤ σxT L̃x, (3)
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where L̃ is the Laplacian of G̃.
Spielman and Teng [2] showed that all weighted graphs have a spectral sparsifier with

O(n logc2 n) edges and can be computed in time O(m logc2m), where n and m are the the
number of vertices and edges, respectively. This result has been continuously improved
until recently where it was shown that any graph G has a spectral sparsifier of linear size
that can be computed in almost linear time, thus, improving all previous results [4].

Intuitively, the fact that G̃ is a σ-spectral sparsifier of G is equivalently to delete
edges from G and get zeros in the adjacency matrix of G. With this idea it is possible to
reduce the cost of computing eigenvalues without losing any spectral property, that is, the
eigenvalues are approximated by some factor σ.

Most of spectral sparsifier methods, including the one of [4], are probabilistic. The
currently best deterministic algorithm for spectral sparsification is due to Zouzias [1].

In this work we propose to find a new deterministic method for finding spectral spar-
sifiers. To that end, we will study several restrictions to the adjacency matrix in order
to decrease the number of deleted edges and improve the execution time of the algorithm
of Zouzias [1]. This method could be used as a preprocessing step before any other ap-
plication that requires the computation of eigenvalues, for example, clustering, PCA, etc.
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