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noise
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Escola de Matemática Aplicada, Fundação Getulio Vargas-FGV/EMAp, RJ

Many important stochastic differential equations (SDE) used for modeling noisy dynamical
systems are driven by multidimensional linear multiplicative noise. In this work we introduce
an explicit, stable and easily implementable numerical integrator specially devised for such
a class of stochastic systems. The pathwise convergence -under non-standard assumption on
the coefficients of the SDE- is studied. Remarkably, we show that even though the proposed
method is explicit, it is unconditionally MS-stable and consequently much more efficient than
methods commonly used in the literature to stably integrate this kind of equations. Some
questions related to the computational implementation of the method are also discussed.
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1 Introduction

Dynamical systems are often subject to noisy fluctuations, which may have a high
impact on their evolution. When the dynamics of such noisy systems has to be studied,
deterministic equations are obviously not suitable [1]. An usual and, typically, appro-
priate way of mathematically modelling these systems in throught stochastic differential
equations (SDEs) of the form

dx(t) = a (x(t)) dt+

m∑
j=1

bj (x(t)) dwjt ,

where (w1
t , . . . , w

m
t )t∈R+ denotes an m-dimensional standard Wiener process, defined by

the properties: wjt is Gaussian distributed
(
wjt ∼ N(0, t)

)
, increments wjt−w

j
s ∼ N(0, t−s)

are independent on non overlapping subintervals and wj0 = 0 w.p.1. This equation, in fact,
should be interpreted in the integral form

x(t) = x(t0) +

t∫
t0

a (x(s)) ds+

m∑
j=1

t∫
t0

bj (x(s)) dwjs, (1)
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where the first integral is a deterministic Riemann integral and the last m integrals (called
Itô stochastic integrals) are defined as the mean-square limit

t∫
t0

bj (x(s)) dwjs := (m.s) lim
N→∞

N−1∑
k=0

bj (x(tk))
(
wjk+1 − w

j
k

)
,

taken over partitions t0 < t1 < · · · < tN = t of the interval [t0 T ], with max
k=0,...,N−1

(tk+1 −

tk)→ 0 as N →∞. The functions a and bj are called the drift and diffusion, respectively.
An important class of widely used SDEs for modeling nonlinear systems are defined by
quite complicated nonlinear drift component and linear multiplicative noise diffusion terms
(i.e., bj = σj(t)x(t)). Hence, they are of the form

x(t) = x(t0) +

t∫
t0

a (x(s)) ds+
m∑
j=1

t∫
t0

σj(t)x(t)dwjs. (2)

For example, the well-known stochastic Ginzburg-Landau equation [6]

dx =
(
αx− λx3

)
dt+ σxdwt, α, λ, σ ∈ R+, (3)

and the stochastic Verhulst equation, for a population with competition between individ-
uals [7]

dx =

((
η +

1

2
σ2

)
x− λx2

)
dt+ σxdwt, η, λ, σ ∈ R+, (4)

belong to this class of SDEs.

Just as in the deterministic case, closed-form expressions for the solution of SDEs,
in particular for (2), are often unobtainable, and so the construction of approximation
methods for the treatment and simulation of (2) is an important need. There exists a
variety of important issues in designing practical numerical schemes. An appropriate trade-
off among convergence, stability, and computational efficiency is desirable but difficult to
achieve. In particular, in the stochastic scenario, unconditional stability of, efficient,
numerical schemes is perhaps the more important property, and that is why many efforts
have been directed in this direction. However, most of the proposed methods in the
literature that have good stability properties are of an implicit nature which is a major
drawback from a practical point of view. Therefore, the construction of explicit and stable
methods is of great interest when designing numerical methods for SDEs.

On the other hand, to guarantee convergence of many numerical integrators, strong as-
sumptions must be assumed on the drift and diffusion of the equation (see for instance [7]).
For instance, typical assumptions for the convergence of Itô-Taylor schemes assume global
Lipschitz conditions or uniformly bounded partial derivatives of the coefficient functions
a, bj . This is very restrictive, since these assumptions are not satisfied for many SDEs
in important applications such as the stochastic Ginzburg-Landau equation (3) and the
Verhulst equation (4), just to mention a few examples.
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The aim of this paper is to derive an explicit and stable integrator for the pathwise
approximation of the SDE (2). For this, in contrast with standard approaches for devis-
ing numerical methods for SDEs (see e.g., [7] and references therein) we will exploit the
special structure of (2) which allows the equation to be transformed to a suitable Random
Differential Equation, which can in turn be successfully integrated in a stable way -by
using an exponential-based local linearization technique- even when the drift coefficient in
(2) does not satisfy the aforementioned standard assumptions on the drift coefficient. We
note that, in comparison with the method obtained in [3], the scheme proposed in this
work is simpler and easier to implement when applied to the underlined equation (2).

The paper is organized as follows. In the next section some preliminary results are
presented. Section 3 presents the deduction of the proposed method and the convergence
and stability is considered. In section 4 are given details on the effective implementation
of the proposed method.

2 Some preliminaries

2.1 Random Differential Equations and LL approximation

Let (Ω,F , P ) be a complete probability space, and (Ft)t≥0 be an increasing right
continuous family of complete sub σ-algebras of F and P a probability measure. Let
ξt(ω) =

(
ξ1
t (ω), ..., ξkt (ω)

)
: [t0, T ] × Ω −→ Rk an k−dimensional continuous stochastic

processes. A random differential equation (RDE) (see [4])

z
′
(t) = f(z(t), ξt(ω)), t ∈ [t0, T ], (5)

z(t0) = z0,

is essentially an non-autonomous ODE for almost all realization ω ∈ Ω. For the sake of
simplicity, from now on we will work with ξt i.e., without an explicit reference to the
realization ω.

2.1.1 LL method for RDEs

Let (τ)h : t0 < t1 < . . . < tN = T be a partition of the time interval [t0, T ] with,
for simplicity, equidistant stepsize h < 1, i.e., defined as a sequence of times such that
tn = t0 + nh, for n = 0, 1, . . . , N . Starting from the initial value z0, the approximations
{zi} to {z (ti)}, (i = 1, 2, . . . , N) are obtained recursively as follows.

zn+1 = zn + [1 0 0] exp(hM) [0 0 1]ᵀ , (6)

with

M =

 ∂f
∂z (zn, ξtn) ∂f

∂ξ (zn, ξtn) · ∆ξtn
h f (zn, ξtn)

0 0 1
0 0 0

 .
Note that ∂f

∂ξ ·
∆ξtn
h = 1

h

(
k∑
j=1

∂f
∂ξj
·∆ξjtn

)
, ∆ξjtn = ξjtn+1

− ξjtn . We refer to [2] for details

about how this method can be obtained.
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2.2 A simple result from stochastic calculus

The following result will be used later in the deduction of the proposed method (see
e.g., [1]).

Lemma 2.1. The solution to the equation

dφ(t) =
m∑
j=1

σj(t)φ(t)dwjt , (7)

φ(t0) = 1,

is

φ(t) = exp

−1

2

t∫
t0

 m∑
j=1

σ2
j (s)

 ds+

m∑
j=1

t∫
t0

σj(s)dw
j
s

 . (8)

Also, by Itô-formula to φ−1(t) (note that φ(t) > 0, hence ∃φ−1(t)) we have

dφ−1(t) =

 m∑
j=1

σ2
j (t)

φ−1(t)dt−
m∑
j=1

σj(t)φ
−1(t)dwjt . (9)

3 The proposed integrator

Let z(t) = φ−1(t)x(t), where φ−1(t) and x(t) satisfy the equations (9) and (2), we
calculate the stochastic differential of z(t). By Itô-formula and the stochastic product rule

dz(t) = φ−1(t)dx(t) + dφ−1(t)x(t) + dφ−1(t)dx(t) = φ−1(t)a (x(s)) dt,

thus, z(t) satisfies the following RDE

z
′
(t) = φ−1(t)a (φ(t)z(s)) , t ∈ [t0, T ], (10)

z(t0) = x0,

Then, based on the partition (τ)h, the numerical integrator for the original SDE (1) is
defined by

xk = φ(tk)zk, k = 1, ..., N (11)

where zk is the LL approximation (6) to (10), i.e., for f(z(t), ξt(ω)) = ξ1
t a
(
ξ2
t z(s)

)
in (5),

with ξ1
t = φ−1(t), ξ2

t = φ(t).

Since, ∂f∂z (zn, ξtn) = a
′
(φ(tn)zn) and ∂f

∂ξ (zn, ξtn) =
[
a (φ(tn)zn) φ−1(tn)a

′
(φ(tn)zn) zn

]
,

zn+1 = zn + [1 0 0] exp(hM) [0 0 1]ᵀ , (12)

with
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M =

 a
′
(φ(tn)zn) a (φ(tn)zn) · ∆φ−1

tn
h + φ−1(tn)a

′
(φ(tn)zn) zn · ∆φtn

h φ−1(tn)a (φ(tn)zn)
0 0 1
0 0 0

 .
(13)

To compute φ(tn) and φ(tn+1) we make use of (8). The involved integrals in (8), namely
tn∫
t0

σ2
j (s)ds and

tn∫
t0

σj(s)dw
j
s, need to be accurately computed (a second order approximation

is enough for our purpose, as will be seen later in the section). First, we apply a Trapezoidal
quadrature in the subintervals of the partition (τ)h to obtain the approximation

tk+1∫
tk

σ2
j (s)ds ≈ Ijk =

h

2

(
σ2
j (tk) + σ2

j (tk+1)
)
, k = 0, ..., N − 1, (14)

then we have the order 2 approximation

tn∫
t0

σ2
j (s)ds ≈

n−1∑
k=0

Ijk.

To accurately simulate the stochastic integral
tn∫
t0

σj(s)dw
j
s, we first generate

tk+1∫
tk

σj(s)dw
j
s

from a Gaussian distribution (by using the Itô-isometry property [1])

tk+1∫
tk

σj(s)dw
j
s ∼ N(0,

tk+1∫
tk

σ2
j (s)ds) ≈ Ijk · γjk, where γjk is i.i.d ∼ N(0, 1). (15)

Then
tn∫
t0

σj(s)dw
j
s ≈

n−1∑
k=0

(Ijk · γjk) .

Hence, from (8)

φ(tn) ≈ φ̂(tn) = exp

 m∑
j=1

n−1∑
k=0

Ijk

(
−1

2
+ γjk

) . (16)

3.1 Convergence and stability

In this section main results concerning the pathwise convergence and stability of the
method are considered. We have the following theorems.
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3.1.1 Pathwise convergence

Theorem: Let’s suppose that the drift coefficient in equation (2) is Locally Lipschitz
and let ε > 0. Then, the numerical integrator (11) is almost surely globally convergent
and we have that

sup
1≤n≤N

|x(tn)− xn| = O(h1−ε), w.p.1

3.1.2 Mean-Square linear stability

Stability analysis of numerical integrators concerns the long-term behavior of the nu-
merical map, for fixed step-size h. This consists in applying the numerical method to
a class of test equations with relevant qualitative features and to analyze the ability of
the method to reproduce this feature. One useful measure of stability is the asymptotic
Mean-Square stability [5]. For this, consider the equation (1) with a (x(t)) = Ax(t), and
bj (x(t)) = Bjx(t). In this case, the solution satisfies [5]

lim
t→∞
|x(t)| = 0 ⇐⇒ A+

1

2

m∑
j=1

∣∣B2
j

∣∣ < 0.

We are interested in numerical methods reproducing this behavior of the continuos
SDE. In such a case the method is termed MS-stable. We have the following important
result.

Theorem: The numerical integrator (11) is unconditionally MS-stable. That is, it is
MS-stable independently of the stepsize h.

4 Implementation issues

For completeness we now summarize the computational algorithm to compute the
approximation xn to the solution of (2) in t = tn :

i) Set an step-size h, and consider a partition t0 < t1 < . . . < tN = T of [t0, T ]

ii) Generate i.i.d N(0, 1) random variables γjk (1 ≤ j ≤ m, 0 ≤ k ≤ N − 1). Compute
Ijk as in (14) and Ijk · γjk as in (15)

iii) Set z0 = x0, φ(t0) = 1 and Compute z1 in (6)

iv) Repeat from n = 1 to n = N − 1 :

(a) Compute φ̂(tn) as in (16)

(b) Compute M by using φ̂(tn) instead of φ(tn) in (13)

(c) Compute zn+1 in (12)

v) For i = 1 to N , compute xn = φ̂(tn)zn
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Remark 4.1. The numerical computation of the exponential matrix exp(Mh) in (12) can
be done in a numerically stable way by using a diagonal Padê approximation with “scaling
and squaring” strategy. Nowadays, professional mathematical software, such as MATLAB,
provide efficient codes for implementing the Padê algorithm, see e.g., [8] for details.

5 Conclusions

In this work we introduced an explicit exponential-based numerical integrator for the
computer simulation of SDEs driven by multidimensional linear multiplicative noise. We
analyzed the pathwise convergence and MS-stability of the proposed method. The fol-
lowed strategy essentially consisted in transforming the original SDE into a RDE which
in turn was solved by an stable exponential integrator. This approach allows to integrate
a wide class of important SDEs in applications, remarkably even those for which standard
assumptions on the coefficients are not satisfied. We point out that although -to facilitate
the presentation- we focus on scalar SDEs, the method can be adapted without major
complications to higher dimensional SDE systems.
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