Understanding a multivariate semi-metric in the search strategies for attributes subset selection
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1 Introduction

In classification tasks, a feature (i.e. independent variable) is considered relevant, irrelevant or redundant according to the information contained about the class (i.e. dependent variable). Feature selection consists of finding the minimal set of relevant features such that the classification error is optimized. A feature selection method has three components: evaluation criterion definition (e.g. feature relevance), evaluation criterion estimation, and search strategies for feature subset generation. Symmetrical Uncertainty (SU) is a mutual information-based semi-metric measure that has been widely used to identify relevant features, as well as detecting dependencies between two features. The main limitation of SU consists in taking into account only pairwise interactions and so it might lead to failure in the detection of redundancy when dealing with more than two features (e.g. Exclusive-OR function or any real-world dataset where two or more features are needed to determine the class). Multivariate Symmetrical Uncertainty (MSU) is formulated as a generalization of the SU aimed to quantify the redundancy (or dependency) among more than two features [1]. We use the following definition of MSU \( \in [0, 1] \) which is a semi-metric in the space of categorical random variables \( X_1, X_2, ..., X_n \)

\[
MSU(X_{1:n}) := \frac{n}{n-1} \left[ \frac{C(X_{1:n})}{\sum_{i=1}^{n} H(X_i)} \right],
\]
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where $H(X_i)$ is the information entropy of variable $X_i$ and $C(X_{1:n})$ is the total correlation of the variable set $\{X_1, X_2, ..., X_n\}$.

A search strategy is needed to direct the feature subset selection process as it explores the space of all possible combinations of features. Sequential Forward Selection (SFS) and Sequential Backward Selection (SBS) are algorithms considered computationally efficient that add or remove features sequentially in one direction respectively.

2 Methods

Despite extensive research in the field of attribute selection, possible conditioning factors between the search strategy and the evaluation measure for the resulting subset have not been fully understood. In addition, previous studies have shown that under certain circumstances the SFS and SBS search strategies present different qualities [3]. Therefore, there is a need to understand possible factors among them.

In this work, we perform several experiments to study the effect of feature group conformation strategies (such as SFS & SBS) while using MSU as a reliable measure of the association of the group with the class. For such purpose we generate several synthetic datasets, with the goal of assessing the strength of candidate groups under different combinations of three factors: informativeness, cardinality and sample size.

3 Conclusion

The contributions of this paper are summarized in the following items: (1) MSU, based on information theory concepts, is studied under the $n$-bit parity problem and the checkerboard pattern that were mentioned in [2] to show that a variable which is useless by itself can be useful together with others. (2) A more thorough understanding of the performance of the MSU in relation to the number of features that are selected in the sequential forward search (SFS) and in the sequential backward selection (SBS) strategies. (3) A procedure is derived to calculate a threshold for the number of attributes of the subset resulting from the search strategy and which guarantees a controlled bias in the MSU as an evaluation measure.
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