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On the three term recurrence relation and BDF methods
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Abstract. In this paper, we propose to investigate important properties of the characteris-
tic polynomials related to the backward differential formulas (BDF). We show that the BDF
characteristic polynomials satisfy a three term recurrence relation that allows us to provide
the location of their zeros.
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1 Introduction

A large development in the stability and convergence analysis of various numerical
methods for solving differential equations based on numerical approximation has been
observed in recent years. Numerical analysis and mathematical modeling are essential in
many areas of modern life.

Most mathematical models used in the natural sciences and engineering are based on
ordinary differential equations. Problems involving rapidly decaying transient solutions,
for example, occur naturally in a wide variety of applications, including the study of spring
and damping systems the analysis of control systems and problems in chemical kinetics.
Most of these examples belong to a class of problems called stiff (mathematical stiffness)
systems of differential equations:

y′ = Ay + φ(x),

where the matrix A ∈ Mm has different eigenvalues λi, i = 1, . . . ,m, and φ(x) is a m-
dimensional vector. More details of these problems can be found in [3].

This paper deals with important properties of the characteristic polynomial related
to the backward differential formulas (or BDF methods). These were the first numerical
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methods to be proposed for stiff differential equations (Curtis and Hirschfelder [3]). We
intend to prove that the characteristic polynomials of the BDF methods satisfy a three
term recurrence relation and also show the behavior of their zeros.

2 Preliminary Results

In this section we provide a brief review literature related results.

2.1 Brown (K,L) methods

For the differential equation y′ = f(x, y), y = y(x), and fixed integers, K and L, the
Brown (K,L) methods [2] are defined by

K∑
i=0

αiyn+i =

L∑
j=1

hjβjf
(j−1)
n+K , (1)

where the constants αi and βj are chosen so as to obtain the highest order possible for

the method. Here, f
(j)
n+K denotes the j−derivative of the function f with respect to x at

the point xn+K , and h represents the mesh spacing.

Jeltsch and Kratz [5] proved that the coefficients αi and βj are given by

αi = (−1)K−i
(
K
i

)
(K − i)−L, i = 0, . . . ,K − 1,

αK = −
K−1∑
i=0

αi,

βj =
(−1)j

j!

K−1∑
i=0

(−1)K−i
(
K
i

)
(K − i)j−L, j = 1, . . . , L.

The Brown (K,L) methods may be represented by their characteristic polynomials

ρ(z) =
K∑
i=0

αiz
i and σj(z) = βjz

K , j = 1, 2, ..., L.

It is known that a method is zero-stable if the zeros of the polynomial ρ(z) are in the
unit disc (|z| ≤ 1) and the zeros of modulus one are simple. Further, a method is said to
be zero-unstable if it is not zero-stable.

2.1.1 BDF methods

Considering L = 1, Brown (K,L) methods reduce to the Backward Differentiation
Formulae known as BDF methods.
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In this case, from the Newton interpolation formula, we can represent the BDF methods
by

K∑
j=1

1

j
∇jyn+1 = hfn+1, (2)

and from [4] we can see that the characteristic polynomial of (2) is

ρ(ζ) =
K∑
j=1

1

j
ζK−j(ζ − 1)j . (3)

2.2 Zero location result

In [1] we can see the following result:

Theorem 2.1. Let P (z) =
n∑

k=0

akz
k be a polynomial such that n ≥ 1 and ak > 0,

k = 0, . . . , n. Considering

λ′ = min
0≤k<n

{
ak
ak+1

}
e λ′′ = max

0≤k<n

{
ak
ak+1

}
,

then all zeros of P (z) lie in the region defined by λ′ ≤ |z| ≤ λ′′.

3 Main results

3.1 The three term recurrence relation

In this subsection we analyze an important property of the characteristic polynomial
of BDF methods, ρ(ζ), defined in subsection 2.1.1.

From the transformation ζ =
1

1− z
in the Eq. (3), we have

P (z) = (1− z)Kρ(ζ) =
K∑
j=1

zj

j
. (4)

Hence, by definition of stability, the BDF method defined by formula (2) is stable if
all zeros of (4) are outside the disk

C
.
= {z; |z − 1| ≤ 1},

with simple zeros allowed on the boundary.

We can rewrite the polynomial P (z) defined in Eq. (4) as

P (z) =
1

K
zRK−1(z), (5)

Proceeding Series of the Brazilian Society of Computational and Applied Mathematics. v. 7, n. 1, 2020.

DOI: 10.5540/03.2020.007.01.0413 010413-3 © 2020 SBMAC

http://dx.doi.org/10.5540/03.2020.007.01.0413


4

where

RK−1(z) =

K∑
j=1

K

j
zj−1, K ≥ 1. (6)

It is easy to see that the sequence of polynomials {Rm}, related to polynomial defined
in Eq. (6), satisfies the three term recurrence relation

Rm+1(z) = (z + βm+1)Rm(z)− αm+1zRm−1(z), m ≥ 1, (7)

where

R0(z) = 1, R1(z) = z + 2, βm =
m+ 1

m
, and αm =

m

m− 1
, m = 2, 3, . . . . (8)

Interestingly, it is observed that βm = αm+1, m = 2, 3, . . ..

The three term recurrence relation of the form (7) was studied in [6]. This reference
has many results related to the behavior of the zeros of this class of polynomials as, for
example, the followings:

Lemma 3.1. For any m ≥ 1, the two consecutive polynomials Rm and Rm+1 do not have
common zeros.

Theorem 3.1. The zeros of Rm are the eigenvalues of the lower Hessenberg matrix

Hm =



η1 α2 0 . . . 0 0
η1 η2 α3 . . . 0 0
...

...
...

...
...

η1 η2 η3 . . . αm−1 0
η1 η2 η3 . . . ηm−1 αm

η1 η2 η3 . . . ηm−1 ηm


,

where ηj = αj − βj, j = 1, 2, . . . ,m, with α1 = 0.

In this case, considering the three term recurrence relation (7) with the conditions
presented in (8), we have

Hm =



−2 2 0 . . . 0 0
−2 1

2
3
2 . . . 0 0

...
...

...
...

...
−2 1

2
1
6 . . . m−1

m−2 0

−2 1
2

1
6 . . . 1

(m−1)(m−2)
m

m−1
−2 1

2
1
6 . . . 1

(m−1)(m−2)
1

m(m−1)


.
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3.2 On the location of the zeros of Rm(z)

In [4], Hairer and Wanner have showed that the BDF methods are unstable for K ≥ 7.
So, the polynomials R6, R7, . . . has zeros in the region |z − 1| ≤ 1. Furthermore, from
Theorem 2.1, the zeros of polynomials Rm(z), m = 0, 1, . . . , defined by conditions (7) and
(8), lie in the region 1 < |z| ≤ 2.

Figures 1 and 2 display the zeros of RK−1 for some values of K.
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(a) Zero of R1(z).
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(b) Zeros of R2(z).
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(c) Zeros of R3(z).
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(d) Zeros of R4(z).

Figure 1: Zeros of RK−1(z) for K = 2, 3, 4 and K = 5.

4 Conclusions

In this work we present an important property of the characteristic polynomials of

the BDF methods: from the transformation ζ =
1

1− z
, the polynomial ρ(ζ) satisfies the

relation (4), where P (z) =
1

K
zRK−1(z) =

1

K
z

K∑
j=1

K

j
zj−1. We show that the sequence of

polynomials {Rm}, related to polynomial defined in equation (6), satisfies the three term
recurrence relation (7) under the conditions (8). Furthermore, we explore some results on
the behavior of the zeros of the polynomials Rm(z), m = 1, . . ..

Considering that the present study is in the initial phase of its development, it is
intended in the next investigations to explore a similar relation (4) in order to generalize
for Brown (K,L) methods that is to obtain a three term recurrence relation.
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(a) Zeros of R5(z).
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(b) Zeros of R6(z).
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(c) Zeros of R7(z).
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(d) Zeros of R39(z).

Figure 2: Zeros of RK−1(z) for K = 6, 7, 8 and K = 40.
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