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Abstract. In this paper, we adapt to the context of continuous-time optimization a concept of
generalized convexity adequate to work with second-order stationary solutions, which are solutions
that satisfy second-order necessary optimality conditions. We show that the second-order necessary
optimality conditions become sufficient when the problem satisfies such a generalized convexity
concept. We also show that, under a certain regularity assumption, this concept is as general as
possible, in the sense that if the problem is such that every second-order stationary solution is an
optimal solution, then the problem necessarily satisfies the generalized convexity concept.
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1 Introduction

In this work, we focus on second-order sufficient optimality conditions: we show that the second-
order necessary optimality conditions become sufficient when the continuous-time optimization
problem satisfies a certain concept of generalized convexity. Such a concept, introduced by Ivanov
[3] for classical nonlinear optimization problems (in finite dimensions), is called second-order KKT-
invexity. It is derived from the concept of invexity, which was presented earlier by Hanson in [2] to
generalize a desirable property of convex problems: every stationary point is a global minimizer.
Later, Craven and Glover [1] showed that a function is invex if, and only if, every stationary point
is a global minimizer. However, although every stationary point is a global minimizer in invex
mathematical programming problems, there are noninvex problems where this property holds. So,
Martin [4] proposed the concept of KKT-invexity. While the property of every stationary point
being a global minimizer was maintained for KKT-invex problems, Martin showed that the converse
is true. That is, every stationary point is a global minimizer if, and only if, the problem is KKT-
invex. In the same vein, Ivanov [3| proposes second-order KK T-invexity for nonlinear programming
problems. His main result says that every second-order stationary point is a global minimizer if,
and only if, the problem is second-order KKT-invex. In this work, we adapt Ivanov’s definition to
the continuous-time context and reach a similar result. However, to show that problems in which
every second-order stationary solution is an optimal solution are necessarily second-order KKT-
invex, we impose a regularity condition, namely the linear independence constraint qualification.
Ivanov gets his result without any additional assumptions. Besides, he uses linear programming
results in his demonstration, which we also do. Notwithstanding, in the continuous-time context,
regularity conditions are needed even in the linear case. Sufficient conditions for continuous-time
optimization problems via generalized convexity can be found in the literature, to cite but a few,
in de Oliveira and Rojas-Medar |7, 8], Nobakhtian and Pouryayevali [5] and Rojas-Medar et al.
[9]. But in these works, second-order stationary solutions are not considered.
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2 Preliminaries

We deal with the continuous-time optimization problem posed as follows:
T
minimize F(z) = / fz(t),t)dt
0
subject to  g(z(t),t) <0 a.e. in [0, 7],
z € L*™([0,T];R™),

where f : R" x [0,7] — R and g : R" x [0,7] — R™. The integral is in the Lebesgue sense. The
set of all feasible solutions is denoted by 2, i.e.,

Q={ze L>*(0,T];R") : g(2(¢),t) <0 a.e. in [0,T]}.

We denote I = {1,...,m} and, given z € Q, I,(t) = {i € I : g;(2(¢),t) = 0}. A feasible solution
z € Q is said to be an optimal solution of (CTP) if F(Z) < F(z) for all z € 2. We say that the
basic hypotheses are valid in z € € if there exists € > 0 such that

(CTP)

(H1) f(z,-) and g(z,-) are measurable for each z;
f(-,t) and g(-,t) are twice continuously differentiable in z(t) + B a.e. in [0, T];2
g(z(+),-) is essentially bounded in [0, T] for each z €  such that ||z — Z||« < €;
(H2) there exist K > 0 and K, > 0 such that
IVF(2(0), )] + [V (2(t), )] < Ky and [Vg(2(t),0)] + [V2g(2(t), t)| < Ky ae. in [0,T].

We assume throughout the paper that (H1) and (H2) are valid. Now, we define critical directions
and second-order stationary solutions for (CTP).

Definition 2.1. Let z € Q. We define 2(Z) as the set of all directions v € L*([0,T];R™) such
that
V() 1) T(t) <0 and Vgi(2(t), 1) "4(t) <0, i € L(t), a.e. in[0,T).

Definition 2.2. A feasible solution z € Q is said to be a second-order stationary solution of (CTP)
if given v € P(Z), there exists u € L>([0,T]; RP) such that

V), 1) + Y ui(t)Vgi(2(t),t) = 0 a.e. in [0,T],
icl
w;(t) >0, u;(t)g:(2(t),t) =0 a.e. in[0,T], i €1,
and .
| @7 [P oGm0+ Y uViaeo.o]h @ = o
0 iel
The following is the definition of the concept of generalized convexity.
Definition 2.3. We say that (CTP) is second-order KKT-invex at Z € Q if for all z € Q there
exit n = 1n(z,2) € L=([0,T;R"), w = w(z,2) € L>([0,T};R) and v = v(z,2) € L*>([0,T];R")
such that
T
F(z) - F(2) 2 / [VF(2(t), ) T0(t) +w(t)y(6) T V2 F(2(8), )y (b)) dt,
0

0> Vgi(2(t),t) 'n(t) +w(t)y(t) " V2 (2(t), )(t), i € I,(t), a.e. in [0,T),
w(t) >0 a.e. in[0,T], v € 2(2).

2B denotes the open unit ball centered at the origin in R™.
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When (CTP) is second-order KKT-inver at every zZ € §, we say that (CTP) is second-order
KKT-invez.

By taking n(t) = 2(t) — 2(t), w(t) = 1 and y(¢) = 0 a.e. in [0, 7] in the definition above, we see
that every convex problem is a second-order KKT-invex one.

3 Auxiliary Results

To facilitate the demonstration of the main results, we will use some auxiliary results, which
we will state in the form of the following three propositions.

Proposition 3.1. Let z € Q ey € 9(2). If z is a second-order stationary solution of (CTP),
then the system

T
/0 [Vf(2(8),8) ") + w(t)y(t) T V2 F(2(1), )y (t)]dt < 0, (1)
Vgi(2(t), 1) " (t) + w(t)y(t) T V2gi(2(1), )y(t) <0, i € Lu(t), a.e. in [0,T], (2)
has no solution (n,w) € L ([0, T];R™) x L>([0,T];R4).

Proof. On the contlraury7 assume that System (1)-(2) has a solution (n,w) € L*°([0,T];R™) x
L>([0,T;Ry). Let 4(t) = Jw(t)vy(t [0,T]. Since z € Q is a second-order stationary
solution, given 4 € Z(z ) there ex1sts u E L°°([O T]; RP) such that

T

/O VIGO0 + > wtValEn).0] n@d

i€, (t)

T
= / Wt (t)T [F2IEW.D+ Y w)ViaEn). D]y (dt > 0, (3)

1€1,(t)

On the other hand, by multiplying (2) by w;(t), summing over I,(¢) and integrating in [0, 7], and,
at last, summing with (1), we obtain

+/0 Y wil®)[Vai(z() ) Tn(t) + w(t)y(t) T Va2 (1), t)y(t)]dt < 0.

€14 (t)

By rearranging the terms we get to a contradiction to (3). O
Proposition 3.2. Let z € Q and v € 2(Z). Assume that there exists K > 0 such that

det(Vgla® (z(t), ) Vgl D (2(t),t) ) > K a.e. in [0,T). (4)

If system (1)-(2) does not have any solution (n,w) € L ([0, T];R™) x L*°([0,T];R4), then Z is a
second-order stationary solution of (CTP).

Proof. Let us consider the following continuous-time linear programming problem:

min - (n,w) = [ [VFE(0), 1) Tn(t) + w(t)y())TVEF(E(E), )y (1))t
st GOVaGE, 5T 0() + W) V22, 0y(0)] <0 ae. i [0,7], iel,  (AP)
—w(t) <0ae. in[0,7], (n,w) € L>([0,T];R™ x R),
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where §;(t) = 1 for i € I,(t) and 0;(t) = 0 otherwise. Clearly, (77,&0) = (0,0) is feasible and
®(7j,0) = 0. Since ®(n,w) > 0 for all feasible solution (n,w), it follows that (7, &) is an optimal
solution of (AP). Provided (4) holds, we see that the regularity condition from Theorem 2.2 in de
Oliveira [6] is valid. It follows that there exists (u,v) € L*([0,T];R™) x L>(]0,T];R) such that,
for almost all t € [0,T7], u(t) > 0, v(¢) > 0 and

AR B SCLTN I iy EXCI IR R AR
By defining #;(t) = u;(£)6;(t) a.c. in [0,T], we obtain
V(z(t),t) + Z ;i (t)Vgi(2(t),t) = 0 a.e. in [0,T],
a;(t) >0, ai(;;i(z(t),t) =0ae. in[0,7], i €1,

and
T T
/ A0 [T (2(0), 1) + 3 w0 V2i(2(0), 1) (1) = / o(t)dt > 0.
0 el 0
Therefore, Z is a second-order stationary solution. O

Proposition 3.3. (CTP) is second-order KKT-invex at z € Q if, and only if, for all z € Q
with F(z) < F(Z), there exist n = n(z,z) € L>®([0,T;R"), w = w(z,2) € L>=([0,T];R) and
v =7(z,2) € L*([0, T]);R™) such that

T
/0 [VF(z(t),6) "n(t) + w(t)y(t) TV F(2(t), t)y(t)]dt < 0, (5)
Vai(Z(t),t) Tn(t) + w(t)y(t) Vg (2(t), )v(t) <0, i € Lo(t), a.e. in [0,T], (6)
w(t) >0 a.e. in[0,T], v € 2(2). (7)

Proof. If (CTP) is second-order KKT-invex at Z, it is obvious that there exist 1, w and ~ satisfying
(5)-(7) for all z € Q with F(z) < F(2).

Assume that for all z € Q with F'(z) < F(Z) there exist 1, w and v that verify (5)-(7). If (CTP)
is not second-order KKT-invex at z, it follows from the definition that there exists z € £ such that

system
T
F(z) = F(z) = /0 [VF(z(t),0) "n(t) +w(t)y(t) V2 F(2(), t)y(t)]dt, (8)
0> Vgi(2(t),t) "n(t) +wt)y(t) " V3g(2(t),t)y(t), i € I,(t), ae. in [0,T], (9)
w(t) > 0a.e. in [0,T], v € Z(2), (10)

does not have any solution (n,w,~). Let us put (7(t),@(t),7(t)) = (0,1,0) a.e. in [0,7]. Then it
holds (9)-(10). Hence, (8) is violated, so that F(z) < F(z). It follows, then, from the hypothesis
that there exist 7, w and ~ that verify (5)-(7). Now, let us set

F(z) - F(2) o
Jo (950,07 n(t) +w(ty(!)T V2F (), )7 (1))

and (7, 0,%) = (an, aw, 7). Clearly, (7, @,7) satisfies (9)-(10) and, from the definition of «,
T
F(z) - F(z) = /O [Vf(2(),1) (1) + @()7(t) TV f(=(t), )7 (t)]dt,
which is a contradiction to the fact that (8)-(10) does not have any solution. O
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It follows from the last result that if f(-,¢) has a negative definite hessian matrix at  and
gi(+,t), i € I,(t), have negative semi-definite hessian matrices at Q for almost every ¢t € [0, T,
then (CTP) is second-order KKT-invex. Indeed, it is enough to take, for almost every ¢ € [0, 7],
n(t) =0, w(t) =1 and v(t) € Z(Z) arbitrary. Following, we have an illustrative example.

Exemplo 3.1. Problem below is second-order KK T-invex:

min - F(z) = Jo [22(1) = 2(t)?]dt
st z(t)? —22(t) <0,
z € L*=([0,1]; R).
It is easy to see that
Q={ze L>*(0,1];R) : 0 < 2(t) <2 a.e. in [0,1]}.

Let z € Q. We denote

T, = {te0,1]:2(t)> —22(t) =0} = {t € [0,1] : 2(t) = 0 or 2(t) = 2},
T = {te0,1]:0< z(t) <1},
T, = {tel0,1]:1< 2(t) < 2}.

Let z,Z € Q such that F(z) < F(z). As F(z) >0 for all z € Q, we have that F(Z) > F(z) > 0, so
that F(z) > 0, which implies that Z(t) is not identically equal to 0 almost always in [0,1] and that
z(t) is not identically equal to 2 almost always in [0,1]. Then, set T, does not have total measure
equal to 1, that is, Ty U Ty has positive measure. Define, for almost every t € [0,1], n(t) = 0,

w(t) =1 and
—1 a.e. inTi,
v(t) =4 0 a.e. inT,,
1 a.e. inTs.
Therefore,

T
| V500700 + (0 ()T Et0). 50
-/ [2n(t) — 22(0)(t) — 2t (1))t = 2 / 0 = 2 | awra<o,
0 0 T, UT>

Va(z(t),) "n(t) + w(t)y(t) T V2g(2(2), t)r(2)
= [22(t) — 2n(t) + 2w(t)y(¢)?
w(t)=12>0 a.e in0,1].

2y(t)? =0 a.e. in Ty,

It remains to show that v € 2(z). We have that
1
2(z) ={y € L*=([0,1;R) : / [2 —2z(D)]y(t)dt <0, [22(t) — 2]v(t) <0 a.e. inTy}.
0

It is clear that [2Z(t) — 2]y(t) < 0 a.e. in T,. Let us notice that 0 < 2 — 2Z(t) < 2 a.e. in Ty and
—2 < 2—-2%(t) <0 a.e. in Ty. Hence,

1
/0 2 —2z(O)]y(t)dt = /Ta [2 — 22(t)]~(t)dt + /T1 [2 — 22(1)]y(t)dt + /T2 [2 —22(t)]~(t)dt
= —/ [2 — 2z(t)]dt +/ [2 —22(t)]dt < 0.
T

T

Thus, by Proposition 3.3, the problem is second-order KK T-invez.

DOI: 10.5540/03.2022.009.01.0302 010302-5 © 2022 SBMAC


http://dx.doi.org/10.5540/03.2022.009.01.0302

Proceeding Series of the Brazilian Society of Computational and Applied Mathematics. v. 9, n. 1, 2022.

4 Main Results

In this section we state and prove our main results. Next, we show that second-order KKT-
invexity is a sufficient optimality condition.

Theorem 4.1. Let z € Q be a second-order stationary solution of (CTP). If (CTP) is second-order
KKT-invex at Z, then zZ is an optimal solution.

Proof. If Z is not an optimal solution, there exists z € Q with F(z) < F(z). It follows from
Proposition 3.3 that there exist 7, w and v such that (5)-(7) are valid. But this contradicts
Proposition 3.1. U

Theorem 4.2. Assume that (CTP) is second-order KKT-invex. Then, every second-order sta-
tionary solution is an optimal solution.

Proof. Tt is an immediate consequence of Theorem 4.1 and from the definition of second-order
KKT-invexity. O

The converse of Theorem 4.2 is valid, as we see below.

Theorem 4.3. Assume that every second-order stationary solution of (CTP) is an optimal solution
and that there exists K > 0 such that

det(Vg'® (z(t), ) Vgl«® (z(t),t) ) > K a.e in [0,T] Vz € Q.
Then, (CTP) is second-order KK T-inver.

Proof. If (CTP) is not second-order KKT-invex, by Proposition 3.3, there exist z,z €  with
F(z) < F(Z) such that, given v € 2(z), (5)-(6) does not have any solution (n,w) € L>®([0, T]; R™) x
L*>=([0,T];Ry). By Proposition 3.2, Z is a second-order stationary solution. From the hypothesis,
we see that Z is an optimal solution, in contradiction to the existence of z € Q with F(z) < F(z). O

Theorem 4.4. Assume that there exists K > 0 such that
det(Vg'® (z(t), ) Vgle® (z(t),t)T) > K a.e in [0,T] Vz € Q.

Then (CTP) is second-order KK T-invex if, and only if, every second-order stationary solution of
(CTP) is an optimal solution.

Proof. Tt is an immediate consequence of Theorems 4.2 and 4.3. O

5 Final Considerations

The importance of second-order optimality conditions is well known in optimization theory:
after obtaining the optimal solutions candidates through the application of the first-order necessary
conditions, the second-order ones work as finer filter. Nevertheless, not all of the candidates
which passed through the second filter are optimal solutions. In this work we presented a class
of continuous-time optimization problems where this property occurs: the class of second-order
KKT-invex problems. In addition, we showed, under a LICQ-type condition, that this is largest
class of problems that possesses such a property. Relaxing the LICQ assumption is going to be
topic of future work.
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