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Resumo. A energia geotérmica superficial é uma fonte promissora de energia renovável, oferecendo
soluções sustentáveis para o aquecimento e o resfriamento de edificações. Os trocadores de calor
solo-ar (TCSA) exemplificam essa aplicação ao conectar sistemas de ventilação a dutos subterrâneos,
reduzindo o consumo energético com climatização. No entanto, a avaliação de sua eficiência requer a
análise de séries temporais das temperaturas do ar e do solo, que podem ser modeladas por técnicas
matemáticas e inteligência artificial. Com os avanços da aprendizagem profunda, modelos como
Long Short-Term Memory (LSTM) e Transformers têm se destacado na modelagem e previsão de
dependências temporais. Este estudo investiga o comportamento das temperaturas do ar e do solo
em Rivera, Uruguai, utilizando dados coletados entre julho de 2023 e abril de 2024 por um sistema de
monitoramento remoto instalado na Universidad Tecnológica del Uruguay (UTEC). Vale ressaltar
que o modelo LSTM se destacou nos resultados obtidos, apresentando uma Raiz do Erro Médio
Quadrático (RMSE) de 0,27, o que indica alta capacidade preditiva e menor erro nas previsões.

Palavras-chave. Trocadores de Calor Solo-Ar, Inteligência Artificial, LSTM, Transformers, Pre-
visão de Temperaturas

1 Introdução
A transição para fontes de energia renovável, como a geotérmica, hidrelétrica e biomassa, tem se

intensificado, oferecendo alternativas viáveis às energias fósseis, responsáveis pelas emissões de gases
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de efeito estufa [11]. Dentro desse contexto, os trocadores de calor solo-ar (TCSA) se destacam por
utilizarem energia geotérmica renovável e ventiladores de baixa potência para conectar sistemas de
ventilação a dutos enterrados, reduzindo a carga térmica de edificações [14] e, assim, diminuindo
o consumo energético em comparação aos sistemas tradicionais de climatização, o que contribui
para a sustentabilidade e eficiência energética.

A estimativa da eficiência dos TCSA depende da modelagem da interação térmica entre o ar e o
solo, assim como da obtenção de dados experimentais. No entanto, falhas no sensoriamento podem
comprometer a coleta dessas informações [5], [9]. Para este estudo foram levados em consideração
somente dados completos de um intervalo da série temporal estudada, para usá-los nos modelos
preditivos Long Short-Term Memory (LSTM) e Transformers, garantindo maior continuidade e
confiabilidade na análise da série temporal. Essas técnicas têm demonstrado avanços significativos
na modelagem de dependências temporais e previsão de dados [3].

A arquitetura Transformer, aplicada no trabalho [1], tem sido útil no desenvolvimento de mo-
delos de linguagem avançados como o GPT-3. Esse modelo se destaca pelo grande volume de dados
e parâmetros, o que amplia sua capacidade de generalização e adaptação a novas tarefas, muitas
vezes sem ajustes complexos. Essa abordagem tem influenciado o desenvolvimento de modelos de
aprendizado profundo para predição. A aplicação do Long Short-Term Memory (LSTM) também
tem crescido nos últimos anos, especialmente em áreas como a indústria de energia [8] e a bio-
médica. O uso de LSTM em séries temporais tem se mostrado eficaz na previsão e detecção de
padrões complexos.

Neste contexto, este trabalho tem como objetivo prever o comportamento das temperaturas do
ar e do solo na cidade de Rivera, Uruguai, utilizando modelos LSTM e Transformers. Os dados
de temperatura foram coletados por sensores em diferentes profundidades ao longo de dez meses,
nas dependências da Universidad Tecnológica del Uruguay (UTEC). Em particular, o trabalho
apresenta resultados referentes aos sensores localizados a 0,4 m de profundidade.

2 Referencial Teórico

2.1 Sistema de Trocador de Calor Solo-Ar

Um esquema dos TCSA em um dia frio é ilustrado na Figura 1. Aqui, as cores azul e vermelho
representam temperaturas frias e quentes respectivamente. Na pesquisa sobre TCSA, determinar o
potencial térmico do solo, ou seja, a diferença entre a temperatura do solo e a do ar, é importante
para avaliar a viabilidade de construção do sistema. Este trabalho visa contribuir com a modelagem
desse potencial na cidade de Rivera, a partir da análise de dados de sensoriamento remoto local.

Figura 1: Esquema de funcionamento dos TCSA. Fonte: Próprio autor, 2024.
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2.2 Séries Temporais

Séries temporais são sequências de dados coletados ao longo do tempo, nas quais a ordem das
observações é relevante para a análise. Comumente usadas em áreas como economia, meteorologia
e aprendizado de máquina, elas visam modelar padrões e prever tendências. Usualmente, as séries
temporais têm uma natureza dinâmica e não estacionária, isto é, as médias ou variâncias dos dados
variam ao longo do tempo, demandando técnicas específicas para sua modelagem (ver, por exemplo
[7]). Dito isso, este estudo envolve a utilização dos modelos Transformers e LSTM aplicados em
uma série temporal T(t1), T(t2), ..., T(tn), onde as observações de temperaturas T são realizadas
de hora em hora, em instantes de tempo t1, t2, ..., tn. A série é composta por valores medidos na
UTEC de Rivera.

2.3 Transformers

Os Transformers são uma técnica de aprendizado profundo baseada em mecanismos de atenção
[12], permitindo que modelos processem sequências de dados de forma paralela e eficiente. Esse
modelo utiliza a atenção autoregressiva para capturar dependências de longo alcance nos dados,
além de ter um grande impacto no processamento de linguagem natural (PLN), sendo amplamente
adotada em tarefas como tradução automática e geração de texto. Sua flexibilidade e escalabilidade
fazem com que seja uma técnica aplicável a diversos domínios além do PLN.

Em séries temporais, Transformers modelam padrões complexos e capturam relações de longo
alcance. O mecanismo de atenção permite ao modelo focar nas partes mais relevantes da entrada
para cada previsão. A atenção é calculada com a função softmax para normalizar os pesos, de
modo que sua soma seja igual a 1. O softmax é uma função matemática que converte os valores
em uma distribuição de probabilidade, garantindo que todos os pesos somem para 1. A equação
para calcular a atenção é dada por:

Atenção(Q,C, V ) = softmax
(
QCT

√
dc

)
V. (1)

Onde:

• Q é a matriz de consultas,

• C é a matriz de chaves,

• V é a matriz de valores,

• dc é a dimensionalidade das chaves.

A expressão QCT

√
dc

representa a similaridade entre a consulta (Q) e as chaves (C), e a função
softmax é aplicada para normalizar essa similaridade. O softmax transforma essas similaridades
em uma distribuição de pesos, onde cada valor é um número entre 0 e 1, e a soma de todos os
pesos resulta em 1. Esses pesos são então aplicados aos valores (V ) para gerar a saída ponderada,
permitindo que o modelo se concentre nas partes mais relevantes da entrada.

Essa capacidade de focar em diferentes partes da entrada, dependendo do contexto, torna os
Transformers uma alternativa eficaz para aplicações como previsão de demanda, variação climática
e análise financeira. Um dos primeiros trabalhos a explorar Transformers para séries temporais
foi o estudo de [2], onde foi introduzido o modelo Temporal Fusion Transformer (TFT), que
demonstrou melhorias em relação a métodos tradicionais. Este artigo propõe a aplicação do modelo
Transformers para previsão de séries temporais, considerando que é uma abordagem de aprendizado
profundo amplamente utilizada em problemas de detecção e previsão [4].
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2.4 Long Short-Term Memory (LSTM)
As redes LSTM foram desenvolvidas por [6] como uma alternativa para superar as limitações

das redes neurais recorrentes (RNNs) convencionais, especialmente os desafios relacionados ao
desaparecimento e à explosão do gradiente durante o processo de retropropagação no tempo [13].
Sua estrutura permite que essas redes armazenem e utilizem informações por períodos prolongados,
o que as torna ideais para a previsão de séries temporais e a modelagem de sistemas dinâmicos.
O funcionamento das LSTM [10] é baseado em três portas: a porta de entrada it, a porta de
esquecimento ft e a porta de saída ot, que controlam o fluxo de informações através da célula de
memória Ct e a saída ht. As atualizações da célula de memória e da saída são descritas pelas
seguintes equações:

ft = σ(Wf · [ht−1, xt] + bf ), (2)
it = σ(Wi · [ht−1, xt] + bi), (3)
Ct = ft · Ct−1 + it · tanh(WC · [ht−1, xt] + bC), (4)
ht = ot · tanh(Ct). (5)

Onde σ é a função sigmoide e tanh é a função tangente hiperbólica. A função de esquecimento
ft decide quais informações da célula de memória anterior Ct−1 devem ser mantidas, a função de
entrada it controla a quantidade de nova informação a ser armazenada na célula, e a função de
saída ot regula a informação que será passada para a próxima camada ou saída.Essas operações
matemáticas permitem que as redes LSTM armazenem dependências de longo prazo e evitem os
problemas de desaparecimento do gradiente encontrados em redes neurais recorrentes tradicionais.

3 Metodologia

3.1 Coleta de Dados
As medições foram feitas por conjuntos de sensores instalados a diferentes profundidades. Em

particular, este trabalho foca em uma amostra da pesquisa, relativa a três dispositivos enterrados
a 0,4 metros de profundidade. O uso de múltiplos dispositivos teve o objetivo de garantir redun-
dância e confiabilidade nos dados. A base de dados composta por 6.056 registros ao longo de dez
meses, foi pré-processada para remover valores nulos e inconsistentes. Esses valores inconsistentes
são dados que apresentavam erros de temperatura causados por falhas nos sensores que indicava
temperaturas de verão durante o inverno, logo, tais leituras foram excluídas da base, garantindo a
qualidade das previsões. Foram calculadas médias horárias das medições e comparados os valores
registrados. Quando a diferença entre os dispositivos não ultrapassava 1°C, a média de todos os
três era calculada. Se um dos dispositivos apresentava um valor discrepante, a média era calcu-
lada com base em dois. Quando os três apresentavam valores díspares, a medição era considerada
inválida.

3.2 Programação
As implementações foram realizadas em Python, utilizando bibliotecas como NumPy e Pandas,

que permitem a organização e manipulação de grandes volumes de dados. Para a construção e
treinamento dos modelos de redes neurais, foram utilizadas as bibliotecas Keras e Scikit-Learn.
A integração dessas ferramentas permitiu a implementação dos algoritmos de previsão. Os dados
foram então segmentados em conjuntos de treinamento e teste, 83.33% e 16.76 % respectivamente
para realizar a previsão das temperaturas no intervalo entre os pontos 5.000 e 6.000. A avaliação
dos modelos foi realizada por meio de métricas como Erro Absoluto Médio (MAE), Erro Médio
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Absoluto (MSE), Raiz do Erro Médio Quadrático (RMSE) e Coeficiente de Determinação (R²),
permitindo uma análise do desempenho preditivo dos modelos aplicados no estudo.

As métricas de avaliação utilizadas, como MAE, MSE, RMSE e R2, são definidas pelas seguintes
fórmulas:

MAE =
1

n

n∑
i=1

|yi − ŷi|, (6)

MSE =
1

n

n∑
i=1

(yi − ŷi)
2, (7)

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2, (8)

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
, (9)

onde yi são os valores reais, ŷi são os valores previstos, ȳ é a média dos valores reais e n é o número
total de amostras.

4 Resultados

A Tabela 1 apresenta as métricas de validação dos modelos LSTM e Transformers para a pre-
visão das temperaturas a 0,4 metros de profundidade. O modelo Transformers obteve melhor
desempenho no MAE (0.20) e R² (0.91), indicando maior precisão nas previsões e melhor capaci-
dade de explicação da variabilidade dos dados. Por outro lado, o modelo LSTM teve desempenho
superior no MSE (0.07) e RMSE (0.27), sugerindo que foi mais robusto a grandes desvios.

Tabela 1: Resultados das métricas para cada um dos modelos.
Modelos MAE MSE RMSE R2

LSTM 0.25 0.07 0.27 0.80
Transformers 0.20 0.23 0.48 0.91

Na Tabela 1, o modelo LSTM alcançou o menor valor da métrica Raiz do Erro Médio Qua-
drático (RMSE), o que implica que foi o melhor modelo para previsão no estudo em comparação
com o modelo Transformers, uma vez que essa métrica indica que o modelo tem alta capacidade
preditiva e possui um baixo erro de previsão. Na Figura 2, mostra a previsão dos modelos LSTM
e Transformers, no qual o LSTM se destacou como melhor modelo para previsão desse estudo.

Para validar os resultados de previsão no intervalo entre 5.000 e 6.000, analisou-se o gráfico da
Figura 2, que compara as estimativas dos modelos LSTM (preto) e Transformers (laranja) com os
dados reais (azul). O desempenho é avaliado pela proximidade entre previsões e valores observados.
Observa-se que o LSTM apresentou maior aderência aos dados reais, indicando melhor desempenho
no intervalo considerado. Conclui-se, portanto, que ambos os modelos são eficazes na previsão de
séries temporais, reproduzindo com precisão os padrões da temperatura dos trocadores de calor
solo-ar analisados.
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Figura 2: Previsão das temperatura com os modelos LSTM e Transformers. Fonte: Próprio autor, 2025.

5 Considerações Finais
Este trabalho utilizou os modelos LSTM e Transformers para a previsão de temperatura. Os

resultados demonstraram que ambos os modelos foram eficazes na previsão dos dados, com desem-
penho consistente em relação aos valores reais. No entanto, o modelo LSTM apresentou melhor
desempenho do que o modelo Transformers.

A aplicação de IA em séries temporais mostrou-se eficaz no estudo dos Trocadores de Calor
Solo-Ar. Os resultados destacam a eficiência dos modelos e a importância de integrar dados
meteorológicos e métodos preditivos para aprimorar a análise dos sistemas. Este trabalho contribui
para literatura estudada ao evidenciar o potencial dessas abordagens em aplicações prática.

Como sugestão para trabalhos futuros, propõe-se o estudo da aplicação de modelos de inteli-
gência artificial para preencher os valores nulos que foram removidos da base de dados utilizada
neste estudo de previsão. O objetivo é imputar esses valores ausentes por meio de técnicas de
IA, possibilitando a comparação dos resultados de previsão obtidos com os dados completados em
relação aos resultados alcançados neste trabalho.
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