
Proceeding Series of the Brazilian Society of Computational and Applied Mathematics

Redes Neurais: Fundamentos Matemáticos e Aplicações
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A crescente adoção de algoritmos de redes neurais em problemas de classificação e reconheci-
mento de padrões tem demonstrado a necessidade de fundamentar tais técnicas em bases teóricas
sólidas e rigorosas. Matematicamente, uma rede neural pode ser descrita como a composição de
funções cujo objetivo é transformar uma entrada x ∈ Rd1 em uma saída y ∈ RdL+1 .

Sejam
f ℓWℓ : Rdℓ → Rdℓ+1 , ℓ = 1, 2, . . . , L, (1)

as funções responsáveis pela transformação entre as camadas. Dessa forma, a rede com L camadas
pode ser formalmente representada por:

RW(x) = fLWL

(
fL−1
WL−1

(
· · · f1W1(x)

))
. (2)

Em (2), cada função f ℓWℓ depende dos parâmetros Wℓ e, em geral, apresenta comportamento não
linear.

Figura 1: Representação esquemática da composição de funções em uma rede neural. Fonte: Elaborado
pelos autores.

O embasamento deste trabalho apoia-se no Teorema da Aproximação Universal [Cybenko1989],
que assegura a capacidade de uma rede neural em aproximar qualquer função contínua sob hipó-
teses razoáveis. A demonstração deste teorema utiliza resultados clássicos da análise funcional e
teoria da medida, dentre os quais se destacam:

Teorema 1 (Hahn-Banach [3]). Seja X um espaço vetorial real e p : X → R um funcional
sublinear. Se Z ⊂ X for um subespaço e f : Z → R um funcional linear que satisfaz

f(x) ≤ p(x) para todo x ∈ Z,

então existe uma extensão linear f̃ : X → R de f tal que

f̃(x) ≤ p(x) para todo x ∈ X.
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Teorema 2 (Convergência Dominada [1]). Seja {fn} uma sequência de funções mensuráveis con-
vergindo pontualmente para uma função f em um conjunto de medida finita, e suponha que exista
uma função integrável g satisfazendo

|fn(x)| ≤ g(x) para todo n ∈ N e quase todo x.

Então,

lim
n→∞

∫
fn(x) dx =

∫
f(x) dx. (3)

Teorema 3 (Representação de Riesz [2]). Seja H um espaço de Hilbert. Para todo funcional linear
contínuo f ∈ H∗, existe um único elemento y ∈ H tal que

f(x) = ⟨x, y⟩, para todo x ∈ H. (4)

Esses teoremas formam a base para a demonstração do Teorema da Aproximação Universal,
que fundamenta a capacidade de redes neurais em aproximar funções contínuas.

Com a base teórica estabelecida, demonstraremos o Teorema da Aproximação Universal e
evidenciamos que sua compreensão aprofundada possibilita a construção de arquiteturas de redes
neurais mais abrangentes do que os tradicionais perceptrons multicamadas,

MLP(x) = (W3 ◦ σ2 ◦W2 ◦ σ1 ◦W1) (x), (5)

onde Wi representam matrizes de coeficientes e σi as funções de ativação, amplamente empregadas
nos modelos atuais.

Adicionalmente, combinamos esse resultado com o teorema de Kolmogorov-Arnold, que asse-
gura que qualquer função contínua de várias variáveis pode ser representada como uma soma de
funções contínuas de uma única variável. Essa integração teórica fundamenta o desenvolvimento de
arquiteturas de redes neurais mais gerais, capazes de superar as limitações inerentes às abordagens
convencionais. Tais conceitos serão, então, aplicados na construção de um classificador de risco de
evasão escolar para estudantes da UNESP.

A abordagem apresentada evidencia a relevância dos fundamentos matemáticos na modelagem
de redes neurais, demonstrando como a comprrensão de teoremas clássicos pode ser útil na cons-
trução de modelos preditivos. Essa abordagem permite a elaboração de arquiteturas capazes de
aproximar funções complexas, contribuindo para avanços nas técnicas de classificação em dados
educacionais.
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