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As doenças neurodegenerativas representam um grupo de distúrbios progressivos do sistema
nervoso e incluem a Doença de Parkinson (DP), a Doença de Alzheimer (DA) e a Esclerose Lateral
Amiotrófica (ELA) [2]. Apesar das diferenças na patofisiologia, essas condições incluem caracte-
rísticas como o acúmulo de proteínas mal dobradas e agregadas no cérebro, contribuindo para a
degeneração neuronal. Conforme destacado por Feng [1], essas doenças estão intimamente ligadas
ao envelhecimento populacional, tornando-se um desafio crescente para a saúde pública. Dessa
forma, compreender os mecanismos moleculares e celulares envolvidos é essencial para o desenvol-
vimento de novas estratégias terapêuticas e métodos de diagnostico precoce.

Assim, o presente estudo busca comparar três abordagens de aprendizado de máquina: Random
Forest (RF), Gradient Boosting e Multilayer Perceptron (MLP), buscando o melhor método para in-
vestigar distúrbios neurodegenerativos em um nível mais profundo utilizando o espectro de plasma
sanguíneo. O Random Forest utiliza um conjunto de árvores de decisão para reduzir o sobreajuste
(overfitting) e aumentar a robustez. O Gradient Boosting constrói árvores de forma sequencial, oti-
mizando gradualmente os erros do modelo. E, por fim, o MLP, focado em redes neurais artificiais,
utiliza de padrões mais complexos através de múltiplas camadas ocultas [3]. Deste modo, ao com-
parar estes três modelos pode-se avaliar a eficiência do estudo em um conjunto de dados específico.

Os dados utilizados nos experimentos computacionais estão disponíveis em Paraskevaidi et al.
[4]. Observa-se que o estudo em questão utilizou analises espectroscópicas de amostras de plasma
sanguíneo, com o escopo contando com o total de 549 indivíduos, dos quais 164 pacientes com
Alzheimer (AD) e 202 indivíduos saudáveis como grupo controle (HC).

Portanto, a metodologia adotada envolve o pré-processamento dos dados, seguido da divisão
destes dados em 70% para treino/validação e 30% para teste. Os modelos foram ajustados por meio
de busca em grade (grid search) no conjunto de treinamento, buscando otimizar hiperparâmetros
como, neste caso, n-estimators, max_depth e learning_rate para o Gradient Boosting e Random
Forest, e diferentemente para o MLP, que foi ajustado com arquiteturas de camadas ocultas e
funções de ativação. Com isso, a avaliação de desempenho foi realizada utilizando as seguintes
métricas: acurácia (ACC), precisão (Pre), sensibilidade (Se), especificidade (Esp), F1-Score e AUC,
conforme a base metodológica descrita por Müller e Guido [3] em sua abordagem comparativa de
diferentes algoritmos de aprendizado de máquina.

Os resultados são apresentados na Tabela 1. Além disso, foi gerada a curva ROC (Figura 1),
permitindo uma análise detalhada dos erros de classificação. Assim, a partir dos resultados obtidos,
foi possível comparar a eficácia de cada modelo, podendo ser observado abaixo a comparação entre
esses valores nos diferentes modelos descritos.
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Tabela 1: Resultados obtidos por cada modelo.

Métricas ACC Pre Se Esp F1-Score AUC
Gradient Boosting 79,69% 78,20% 75,81% 82,84% 76,99% 87,98%

Multilayer Perceptron 72,31% 72,93% 60,77% 81,68% 66,30% 77,91%
Random Forest 79,69% 79,05% 74,39% 83,99% 76,65% 89,01%
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(a) Gradient Boosting
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(b) Multilayer Perceptron
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(c) Random Forest

Figura 1: Curva ROC para os modelos testados. Fonte: Os próprios autores.

A análise comparativa dos resultados apresentados na tabela revela diferenças no desempenho
dos três modelos. Ao considerar a acurácia, observa-se uma semelhança entre o Gradient Boosting
e o Random Forest, indicando que ambos possuem uma boa capacidade de generalização dos dados.
Apesar disso, o Random Forest se destacou ao alcançar a maior AUC, sugerindo um desempenho
superior na distinção entre classes, enquanto o Gradient Boosting apresentou a maior sensibilidade,
sendo mais vantajoso em cenários onde a identificação dos casos positivos é prioritária. Por outro
lado, a MLP obteve o pior desempenho geral, com menor acurácia, F1-score e sensibilidade, o que
indica dificuldades em capturar padrões relevantes nos dados e limita sua eficácia na detecção de
casos positivos. No entanto, um ponto positivo é que sua especificidade permaneceu próxima à dos
outros modelos, demonstrando um bom controle de falsos positivos.

Diante deste cenario, tem-se que os resultados sugerem que Random Forest e Gradient Boosting
são as abordagens mais robustas para a tarefa de classificação, apresentando desempenhos equi-
valentes relacionados a alguns parâmetros. O MLP, por outro lado, teve um desempenho inferior,
provavelmente devido à necessidade de otimização da rede e normalização dos dados. Assim, para
aplicações que exigem alta precisão e estabilidade, o Random Forest pode ser a melhor escolha,
com o Gradient Boosting sendo mais vantajoso em cenários de detecção de casos positivos.
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