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O método Multigrid (MG) esté entre os métodos iterativos mais eficientes para equagoes dife-
renciais parciais discretas. Inicialmente projetados para equagoes elipticas, os métodos MG foram
amplamente adotados para resolver intimeros problemas gragas ao seu custo de computagao ideal
que é escalonado linearmente em relagao ao niimero de nds computacionais para matrizes esparsas,
superando muitos outros métodos numeéricos [4]. O método é baseado em dois principios funda-
mentais: suavizacao de erro e correcao em malha grossa. O método MG combina processamento
em multiplos niveis de discretizacao, transferéncia de informagao entre malhas via operadores de
restri¢ao e prolongamento [3]. A implementagio eficiente de algoritmos MG para equagoes elipti-
cas requer ferramentas robustas de anélise de convergéncia. Embora muitos codigos executem sem
erros aparentes, sua eficiéncia e acurécia pratica frequentemente fica abaixo das expectativas teo-
ricas. Este trabalho apresenta a anélise de modo local como metodologia fundamental para avaliar
e prever o desempenho desses métodos iterativos. O ponto de partida tradicional para analise de
convergéncia envolve o célculo do raio espectral (o maior valor absoluto dos autovalores) da matriz
de iteragao correspondente, também conhecido como o fator de convergéncia assintotico. Paralela-
mente, o conceito de fator de suavizagao (representando o maior fator de atenuagao dos modos de
alta frequéncia do erro em cada iteracdo de relaxacao) foca especificamente nos modos oscilatorios
do erro. Contudo, a abordagem baseada em autovalores mostra-se computacionalmente proibitiva
para problemas complexos, limitando sua aplicabilidade pratica. A analise de modo local (tam-
bém conhecida como analise de modos normais ou analise de Fourier), desenvolvida pioneiramente
por Achi Brandt [1], supera essas limitages através de uma abordagem inovadora. A principal
importancia do fator de suavizagdo é que ele separa o projeto da relaxagao (método iterativo) no
interior do dominio de todas as outras questoes algoritmicas. Além disso, estabelece um valor
ideal para o qual o desempenho do algoritmo completo pode ser posteriormente avaliado. Esta
técnica baseia-se em trés principios fundamentais [2]: supor que o processo é local (cada incognita
é atualizada usando informagoes de vizinhos proximos), que o dominio é infinito (como o processo
é considerado um processo local, as condigdes de contorno podem ser desconsideradas durante as
iteragOes de relaxagdo nos pontos internos) e que a relaxagado seja um processo linear com matriz
associada denotada por R. Denotando-se (™) o erro algébrico no m-ésimo passo da relaxacdo,
com evolucdo sob a acdo de R descrita por e(™*+1) = Re(™ A abordagem da analise de modo
local é assumir que o erro consiste em modos de Fourier e determinar como a relaxagao atua sobre

. ~ . ik .
esses modos. Os modos de Fourier, [2|, tém a forma w; = sin (%), onde o nimero de onda k
é um numero inteiro entre 1 e n. Isso significa que o termo 6 = % varia aproximadamente de 0

a . Com a suposi¢do de um dominio infinito (sem fronteiras ou condigdes de contorno a serem
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satisfeitas), os modos de Fourier nao precisam estar restritos a nimeros de onda discretos. Em vez
disso, considera-se modos da forma w; = e? onde o nimero de onda 6 pode assumir qualquer
valor no intervalo (—m, 7). A notagdo ¢ = y/—1 é adotada para evitar confusao entre i e os indices

da malha. O modo correspondente a um determinado 6 tem um comprimento de onda de %.

Valores de |f| proximos de zero correspondem a ondas de baixa frequéncia, enquanto valores de
|6] proximos de 7 correspondem a ondas de alta frequéncia. A escolha de uma exponencial com-
plexa facilita os calculos e leva em conta tanto os termos de seno quanto de cosseno. A anélise
de modo local nao é completamente rigorosa, a menos que os modos de Fourier sejam autovetores
da matriz de relaxagdo, o que, em geral, nao é o caso. No entanto, essa andlise é 1til para os
modos de erro de alta frequéncia, que tendem a se assemelhar muito aos autovetores da matriz de
relaxagao. Por essa razao, a andlise de modo local é usada para estudar o efeito de suavizagao nos
modos de alta frequéncia. Aplicando o método para problemas unidimensionais, assumindo que o
erro no m-ésimo passo da relaxagao, no ponto de malha j, consiste em um tnico modo da forma
eﬁm) = A(m)e”?, onde— 7 < 6§ < 7. O objetivo é determinar como a amplitude do modo, Alm)
muda a cada varredura de relaxagao. Em cada caso que consideramos, as amplitudes em passos
sucessivos estao relacionadas por uma expressiao da forma A(m + 1) = G(8)A(m), onde a fungao
G(0) descreve como as amplitudes do erro evoluem, é chamada de fator de amplifica¢ao. Para que
o método convirja, é necessario que |G(0)| < 1 para todo . A relaxagao é utilizada no multigrid
para eliminar os modos oscilatorios do erro, portanto, a quantidade de interesse é, na verdade, o
fator de suavizagao, que é obtido restringindo o fator de amplifica¢do, G(), aos modos oscilatorios
5 < |0] < 7. Especificamente, definimos o fator de suavizagdo como p = maxz <|g <~ |G(0)]. Este
é o fator pelo qual podemos esperar que os modos oscilatérios sejam atenuados (no pior caso)
a cada varredura de relaxagdo. Como exemplo de aplica¢do, o problema modelo unidimensio-
nal —u”(x) + c(x)u(z) = f(x) foi discretizado por diferencas finitas de segunda ordem classico
e aplicado relaxacao de Jacobi ponderado. Note que o erro algébrico e; também governado pela
mesma relaxagao de Jacobi ponderado. Assumindo que o erro consiste do modo anteriormente
descrito (egm) = A(m)e'd%) e substituindo na expressio da discretizagio da relaxacdo de Jacobi
foi obtido que o fator de amplificagio é G(0) = 1 — 2wsen?(0/2) e o fator de suavizagio u = 1/3,
isto diz que os componentes oscilatorios sdo reduzidos pelo menos por um fator de trés com cada
relaxamento. De maneira analoga foi aplicado ao problema modelo o método para a relaxacao de
Gauss-Seidel, obtendo-se o fator de amplificagao G(6) = 276%9 e o fator de suavizagao u = 0,45.
A analise do modo local pode ser facilmente estendida para duas ou mais dimensoes. Através da
analise de modo local, podemos prever sistematicamente o desempenho de diversos esquemas de
relaxacao, permitindo a selecao informada do método mais adequado. Esta metodologia mostra-se
particularmente valiosa na extensdo para problemas multidimensionais e operadores diferenciais
mais complexos, mantendo sua eficicia como ferramenta de anélise e otimizacao de algoritmos.
A versatilidade da abordagem consolida sua posigdo como instrumento indispensavel no projeto e
implementacao de métodos multigrid eficientes.
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