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Este trabalho apresenta uma revisao bibliogréfica detalhada sobre otimizagao semidefinida, com
foco no problema de programacao quadratica. Inicialmente, fornece-se um embasamento tedrico
abrangente, abordando diferentes tipos de problemas de otimizacao e as condigoes de Karush-
Kuhn-Tucker (KKT). A partir desse arcabougo teorico, utilizam-se o principio de decomposi¢ao
de Moreau e os conceitos de derivada generalizada de Clarke para desenvolver métodos de Newton
Semissuave aplicados & resolugao de problemas de otimizacao quadrética restritos ao cone R . Em
seguida, tais métodos sao generalizados para problemas de otimizagao restritos a um cone convexo
qualquer e aplicados a problemas restritos aos cones de matrizes semidefinidas positivas (S’ ) com
restrigoes lineares.

Por fim, introduz-se o problema da Matriz de Correla¢ao Mais Proxima (NCM) e demonstra-se
como aplicar os métodos desenvolvidos para resolver esse problema, implementando o algoritmo de
Newton Semissuave para o NCM em Python. Além disso, compara-se o desempenho do algoritmo
de Newton semissuave com outros métodos classicos da literatura, como o método de Projecoes
Alternadas, para essa aplicagao.

Dois trabalhos recentes de Armijo, Bello-Cruz, Haeser [2] e [1], foram estudados em detalhe,
sendo a base tedrica deste trabalho. Em suma, eles descrevem o seguinte sistema:

Pi(x) +T(z) = b, (1)

onde L C X é um cone convexo fechado em um espago vetorial normado de dimensao finita X,
Pi(z) é aprojeggode x € X em K, b€ X, e T : X — X é um operador linear.
Entre os problemas que foram considerados, atengao especial foi dada a casos em que K = R}
e K = S, respectivamente, o ortante nao negativo e o espago de matrizes semidefinidas positivas.
Uma aplicacdo importante da equagdo (1) é feita sobre o problema de programacdo conica
quadréatica:

(min %(az, Qx) + (q,z), st. x€ IC.) (2)
Para os casos especificos relevantes em que K = R}, K = L" e K = S", & sabido que para
T = (Q—1Id)~t eb = —Tq, a projegio nas solugoes da equagao (1) satisfaz as condigdes de

otimalidade de primeira ordem para o problema (2). Estudamos estes resultados, que também se
aplicam a problemas quadraticos incluindo restrigoes lineares de igualdade.

Neste projeto, focamos nossa atencao no Método de Newton Semissuave para resolver a equagao
(1). Este método encontra um zero da fungéo F : X — X,

F(z) = Pc(z)+ Tz — b, z e X. (3)
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Comecando em um ponto z° € X, o método classico de Newton Semissuave itera como:
-1
e Ll | I T} (1)

onde F'(x*) € OF(z*) é um Jacobiano generalizado. Esta iteragao aplicada a (3) e escolhendo
F'(2%) = V(2F) + T € OF (2*) assume a seguinte forma simples:

(V(z®) +T) 2" =, k€N, (5)

onde V (z*) € 0o Pic(z¥) é um Jacobiano generalizado de Clarke da projecao.
Aplicamos (5) para o problema de matriz de correlagao mais proxima que pode ser escrito da
seguinte forma:

1
min S[1X — G|,

sujeito a diag(X) = e, (6)
X eSy.

Em que G é uma matriz de correlagdo nao valida. O problema de correlagdo mais préxima
foi amplamente estudado em diversas areas do conhecimento, sendo suas causas também discuti-
das em [4]. Para resolver (6), estudamos um método desenvolvido em [1] que utiliza otimizagao
semidefinida partindo da equacéo (5).

Implementamos esse método de Newton Semissuave para resolver o problema de NCM em
Python e comparamos com outros métodos conhecidos da literatura, como o método de projecoes
alternadas desenvolvido em [3| e chegamos a conclusdo que o método de Newton Semissuave é
competitivo com outros algoritmos ja conhecidos para essa aplicacao.
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