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Nos tltimos anos, a frequéncia e intensidade de eventos climéticos extremos tém aumentado,
impactando comunidades, ecossistemas e economias. No Rio de Janeiro, as chuvas intensas, impul-
sionadas pelas mudangas climéticas e urbanizagao, causam inundagoes e deslizamentos, destacando
a necessidade de infraestrutura e politicas de gestao de riscos. A previsao de precipitagao extrema
enfrenta desafios devido & complexa interagao de fatores atmosféricos, oceanicos e terrestres. Mo-
delos numeéricos de previsdo do tempo (NWP) apresentam limitagoes, como erros sistematicos e
resolugoes insuficientes para capturar eventos extremos em escalas menores, exigindo simplificagoes
ou parametrizagoes que podem introduzir erros [3].

O uso de Inteligéncia Artificial e Machine Learning tem aprimorado a previsdo de chuvas
extremas ao identificar padroes em séries temporais e variaveis meteorologicas. Estudos recentes
exploram arquiteturas como Transformers e redes convolucionais 3D para aumentar a precisao
das previsoes [2], [4]. Métodos baseados em redes neurais recorrentes, tém superado técnicas
tradicionais na previsao de precipitacoes intensas, embora desafios persistam, como a dependéncia
de dados de radar de alta qualidade e a adaptagao a diferentes regides [1].

Este trabalho propoe um modelo preditivo para antecipar eventos de precipitacao intensa,
identificando anomalias e picos de chuva. Para isso, uma rede neural LSTM (Long Short-Term
Memory) é treinada exclusivamente com dados de eventos extremos de chuva, buscando contornar a
escassez de informagoes sobre esses fendmenos. A metodologia utiliza dados de pluviémetros de trés
estagoes no Rio de Janeiro, coletados entre 2014 e 2023, e emprega janelas temporais deslizantes
(lags) de diferentes tamanhos para capturar variagoes ao longo do tempo. O desempenho do
modelo é avaliado por métricas como o RMSE (Root Mean Square Error), que mede a precisao
das previsoes em relagao aos dados observados.

Em séries temporais, janelas deslizantes definem o namero de periodos anteriores considerados
para prever um valor futuro. Assim, cada janela contém um conjunto de observagoes passadas,
permitindo que a rede capture padroes e dependéncias ao longo do tempo. Para representar a
dindmica da precipitagao, foram testados multiplos tamanhos de lag, formando uma estrutura
tridimensional (amostras, lags, entradas) compativel com o modelo LSTM. O conjunto de eventos
extremos inclui chuvas com duragao minima média de 5.6 horas, acumulado médio superior a 40.56
mm e taxa maxima de precipitacdo média acima de 17.1 mm/h. Dois métodos foram avaliados:

e Método 1 (M1): utiliza 80% do historico de chuva, incluindo periodos sem precipitagao, com
janelas variando de 1 a 4 horas.

e Método 2 (M2): treina a rede apenas com eventos de chuva extrema (80% dos eventos
selecionados), também com janelas de 1 a 4 horas.

O conjunto de validagéo e teste corresponde a 5% e 15% dos dados, respectivamente, para ambos
os métodos.

A comparagdo entre os métodos M1 e M2, baseada no RMSE (Figura 1), revela diferengas
na previsao de precipitagoes intensas para 1 hora a frente: O M1 apresenta erro mais elevado,
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influenciado pela inclusao de periodos sem precipitagao, o que compromete a especializagao na
previsao de eventos extremos. Além disso, o erro se mantém alto apos picos de precipitacao,
reduzindo a precisdo das previsdes. Ja o M2 apresenta menor RMSE, melhorando a captura do
crescimento e dissipagao da chuva. O erro diminui conforme o lag aumenta, sugerindo que um
maior historico de dados favorece a previsao e reduz inconsisténcias em cenérios onde a taxa de
precipitacao muda rapidamente.

RMSE para eventos extremos: M1 vs M2
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Figura 1: RMSE: M1 vs. M2. Fonte: Autores.

Contudo, melhorias na previsao de chuvas intensas podem ser alcangadas com ajustes nos mo-
delos, como otimizacao de parametros e selegao de janelas temporais adequadas, além do uso de
redes neurais convolucionais (CNNs) para anilise de imagens de satélite e radar, identificando
padroes espaciais de precipitacgao. Como trabalho futuro, estamos explorando técnicas de geoes-
tatistica, com énfase na krigagem, para gerar mapas espaciais de precipitacdo. Esses mapas serao
integrados a modelos de Machine Learning, visando aprimorar as previsoes e contribuir para sis-
temas de alerta precoce mais eficazes. Esses avangos fortalecem estratégias de gestao de riscos em
areas como defesa civil, transporte e recursos hidricos.
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