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Abstract: This paper has the usage of energy and entropy parameters associated with Wavelet 
Packet Transform (WPT) as the target to the automatic signal classification as well as the 
detection of voltage disturbances in electric signals. One can apply Wavelet Packet Transform 
to remove noise presented in the signals by means of decomposition to obtain the energy and 
entropy characteristics. Principal component analysis (PCA) is used to reduce the dimensions 
of the parameters vector and to classify the kinds of signal and disturbances presented using k-
nearest neighbor (kNN). Numerical simulations showed the effectiveness of the proposed 
method. 
 

1 INTRODUCTION 

The poor quality of electric power signals is attributed due to various disorders, such as 
sags, elevations, interruptions, switching transients, impulses, flicker, harmonics, and notches 
[3]. Such disturbances may be highly prejudicial to the power grid users. [2]. This paper aims to 
classify voltage disturbances in electric signals, through the extraction parameters using 
techniques based on wavelet transform. 

2 Basic Concepts 

2.1 Wavelet Packet Transform (WPT) 

Wavelet packet transform (WPT) is the generalization of the classic wavelet transform. In 
WPT, the coefficients of detail are decomposed at the first decomposition level, generating what 
is known in the literature as wavelet packet tree [9]. This process can be viewed in Figure 1. In 
this way, results are obtained with better time and frequency domain resolution [4]. The wavelet 
packet transform of a signal x(t) is defined in equation (1). 
 

  
 

Figure 1: Wavelet Packet decomposition Tree (third Level decomposition). 
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)(tn   is the function wavelet packet;  j represents the number of decomposition levels, also 

known as scale parameters; the symbol p represents the position parameter; n is the number of 
packets due to decomposition process. To the signal x(t), decomposed by WPT, it is used the 
expressed by [10]: 
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The operators g and h are known as Quadrature Mirror Filters (QMF) and must satisfy the 
following orthogonality conditions [12]: 

 
** GHHG   (3) 
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2.2 Wavelet Energy 

The calculation energy method of each packet from decomposition WPT is a more robust 
signal representation than using directly the decomposition coefficients. The energy associated 
with the wavelet packet decomposition is given by: 
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The total signal energy is expressed by: 
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The energy of each sub-band is defined as iE .  The normalized energy value, which corresponds 

to the energy of each wavelet packed is given by: 
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where lP  is the probability distribution of each sub-band. 

2.3 Wavelet Entropy 

The concept of entropy has been widely used as a measure of the system disorder. In this 
paper, the entropy is obtained by the WPT. The energy probability distribution for each sub-
band was given by Equation 7 [8]. 

Using the definition proposed by Shannon , the entropy  is expressed by : 

 

 )ln( ll PPS  (8) 

 
 
2.4 Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a statistical technique applied in several fields 
and it is widely used to find patterns in high dimension data, reducing the redundancy of 
informations presented in a data block through the projection of the original data group onto a 
subspace which has reduced dimensions and defined some orthogonal variables that contain the 
most part of the original data variance [5]. 

Considering ),...,,( 21 mxxxX    a set of data which has the dimension  . X can be 

decoupled in the following way showed by Equation 9: 
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which  is defined as principal component vector and ip  is the score vector. The least important 

components, which generally describe the noise presented in data, can be discarded without 
losing significant information [7].  This wau the matrix X can be rebuilt as the summation that 

involves an estimation value 
^

X  and the residual effect E, so: 
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(11) 

 

where k represents the number ktt ...1 of principal components. The score vectors   form a 

reduced dimension subspace to be used for subsequent analysis [5]. 

 

3 Proposed Methodology 

The proposed method to classify the signals consists in the application of WPT until the 
fourth decomposition level, resulting 16 packets. It was used Daubechies-10 filter (Daub-10). 

The last decomposition level energy is calculated as well as each packet energy and the 
relative energy of each packet. The characteristics vector is assembled considering the relative 
energy values and entropy, resulting a vector with 32 characteristics or dimension 32. 

Principal Component Analysis method (PCA) is applied to the data set in order to reduce 
the size of the vector characteristics to the dimension [1], because the first two principal 
components corresponds to a value greater than 90% of the system variance. 

To perform the classification, the classifier k-nearest neighbor (KNN) type was used. 

 

3.1 Numerical Simulation 

In order to test the method´s efficiency, one have created two signal groups. In the first 
group, called simulation 1, there are four classes of analytical signals. In the second one, named 
as simulation 2, there are five classes of voltage disturbance in electric signals, which were 
simulated through parametric equations. 

 

3.1.1 Simulation 1 

All the signal classes have the addition of white noise. For each signal class, there are 100 
training signals and 900 test signals in which the white noise is generated for each time instant.  
In figure 3, it is shown a sample of each signal class with 1024 points (with noise and without 
noise, respectively ), which allows the signal decomposition until the 10th level (log(1024) / 
log(2)=10, ou, 210=1024), using the WPT. 

In equation 12, it is shown analytical signals that will be used for processing and 
classification. 
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Which, 
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)()1( tx  Sinus Waveform ,  )()2( tx Quadratic chirp,    )()3( tx  Pulse train, )()4( tx Exponentially 

Decaying Sinusoid. 
 
 

  
  

a : Sinus Waveform b : Quadratic chirp c : Pulse train d : Exponentially Decaying 
Sinusoid 

Figure 2: analytical signals that will be used for processing and classification. 
 

 
3.1.2 Simulation 2 
 

As simulated in case 1, all the signal classes have the addition of white noise. For each 
class, there are 100 training signals and 900 test signals whereas the white noise is generated for 
each time instant. All the signals have 1024 points. In figure 3, it is shown a sample of each 
signal class (with noise and without it, respectively). In equation 12, the parametric equations 
used to simulate the disturbed signals, which will be used in processing and classification, are 
presented. 
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(12) 

In Table 1 are presented the parameters for generating the analytical signals from the 
parametric equations. 
 

Class (or disturbance) Parameters variation 

Sinus Waveform  
 

Amplitude:1. 
 Frequency: Hz50  

sudden Sag Duration: Ttt )90()( 21    

amplitude:  9.03.0 ss  

Sudden swell Duration: 
Ttt )80()( 12    

amplitude: 7.03.0 sw  

Flicker Frequency: Hz)105(    

Amplitude: 2.01.0 f  

Oscillatory transient Time const: s)04.0008.0(   

Frequency: Hz)400100(   

Table 1: Parameters of parametric equations [3]. 
 
 
In Figure 3 presents a sample of each signal of the five simulated signals of of voltage 

disturbances. 
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a: Sinus Waveform -Free 

disturbance 

 
b: Sudden Sag 

 
c: sudden Swell 

 
d: Flicker 

 
e: Oscillatory transient 

 

 
Figure 3: Five simulated signals. (a) Pure sinusoid, (b) sudden sag (c) sudden swell (d) Flicker 

(e) oscillatory transient. (Parameters used to generate the signals shown in Table 1). 

 

4 Results and Discussions  

The parameters of energy and entropy are then used to form variables present for 
classification. For training set generated by the two features of reducing the size of original 
features vector, produced the clustering result as show in Figure 4-a.  

Figure 5-b indicates the scatter plot of the testing set by the two features (feature dimension 
reduced through the technique of principal component analysis). It is seen that, using the 
proposed method associated with the KNN classifier, the entire set of test data are classified 
successfully. To simulate one hit rate ranking of the signals was 100%. The results are presented 
in Table 2. 
 

  
a: Training Set b: Testing Set 

Figure 4: Training and Testing Set (Simulation1) 
 

 
Signal Class Number of 

signals per class 
Number of 
Signals 
correctly 
classified 

Correct 
classification 
rate (%) 

Class 1 900 900  
Class 2 900 900 
Class 3 900 900 
Class 4 900 900 
Sum 3600 3600 100% 

Table 2: Classification rate based on WPT Energy-Entropy and KNN classifier for testing set 
(simulation 1). 
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In simulation 2, the parameters of energy and entropy are then used to form variables 
present for classification. For training set generated by the two features of reducing the size of 
original features vector, for five class of signals, produced the clustering result as shown in 
Figure 5-a.  
Figure 5-b indicates the scatter plot of the testing set by the two features (feature dimension 
reduced through the technique of principal component analysis). It is seen that, using the 
proposed method associated with the KNN classifier, the entire set of test data, retained high 
levels of accuracy and were classified successfully.  

 

  
a: Training Set b: Testing Set 

Figure 5: Training and Testing Set) (Simulation2) 

 
The results of simulation 2 are presented in Tables 3 and 4. 
 

Class Sinus 
waveform 

Sudden 
sag 

Sudden 
swell 

Flicker Oscillatory 
transient 

Sinus 
waveform 

900 0 0 0 0 

Sudden 
sag 

0 889 11 0 0 

Sudden 
swell 

0 0 900 0 0 

Flicker 0 0 0 900 0 
Transient 0 0 0 0 900 

Table 3: Signal Classification results for testing set (simulation 2). 

 
 

Type of 
disturbance 

Number of 
disturbance 

Number of 
cases 

correctely 
identified 

Correct 
classification 

rate (%) 

Sinus 
waveform 

900 900  

Sudden sag 900 888 
Sudden 
swell 

900 900 

Flicker 900 900 
Transient 900 900 

Sum 4500 4488 98,88% 

Table 4: Classification rate based on WPT Energy-Entropy and KNN for testing set 
(simulation 2). 

 

5 Conclusions 

This paper proposed the use of energy and entropy parameters for classification of signals 
and showed that when combined with the technique of dimensionality reduction (PCA), become 
quite effective. Such efficiency is observed with the use of a very simple algorithm is widely 
known, k-nearest neighbor, kNN [11]. 
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This paper has the usage of energy and entropy parameters associated with Wavelet Packet 
Transform (WPT) as the target to the automatic signal classification as well as the detection of 
voltage disturbances in electric signals. One can apply WPT to remove noise presented in the 
signals by means of decomposition to obtain the energy and entropy characteristics. Principal 
component analysis (PCA) is used to reduce the dimensions of the parameters vector and to 
classify the kinds of signal and disturbances presented using k-nearest neighbor (KNN). 
Numerical simulations showed the effectiveness of the proposed method. 

The accuracy rate for classifying signals (voltage disturbances) were higher than those 
found in the literature, which use methods based on wavelet transform, but without the use of 
dimensionality reduction techniques. 
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