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Abstract— Many studies have been conducted about the structure selection of autorregressive nonlinear models and some techniques are available for an efficient definition of black-box models that fit the experimental data set. In spite of the amount of work, few papers clearly consider questions involving the excitation signal. Random excitation is common, however this is not the general situation in practical applications. In this paper, some aspects involving the excitation signals are discussed, including both the random and stochastic cases. The aim is to aware the user about the results that should be expected according to the input signal, and some desirable excitation characteristics so that the model selection procedures is improved.
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1 Introduction

The structure selection plays an important role in the nonlinear system identification and some methods have been developed for NARX/NARMAX models. The Error Reduction Ratio (ERR) (Billings et al., 1989) aims to evaluate the influence of each candidate regressor over the output signal formation in a Least Squares scenario. This criterion relates the regressor importance in terms of its capacity of explaining the output variance. The most of paper uses the ERR strategy in a scenario where random excitation is assumed (Leontaritis and Billings, 1987; Aguirre et al., 2002). In spite of the relevant characteristics of the ERR criterion and the important properties of random signals, it lacks a more profound study on how the ERR behaves in the statistical sense. Moreover, the random excitation is not always proper to be used in practical applications since many mechanical systems cannot be excited by such signals. Then, alternative multisine excitation signals have been considered for structure selection (Brito, 2013) but their influence over ERR should be previously established.

This paper aims to discuss some questions involving the excitation signal for model structure selection. The data length and sampling effects on the selection results are discussed. Finally, the broadband class of excitation is presented and some desirable characteristics for structure selection are studied. This enables a proper input design.

The paper is organized as follows: section I presents an overview about NARMAX models and the ERR criterion. Section III shows some experiments involving the structure selection by using white noise excitation so that conclusions about the ERR statistical characteristics can be drawn. Section IV establishes the equivalences between the multisine and random excitation in terms of the structure selection efficiency. Finally, some conclusions are drawn in section V.

2 NARMAX models and structure selection

There are several mathematical representations for nonlinear systems available in the literature, each of them with its own characteristics, assumptions and range of applicability. One of the most successful is the NARX/NARMAX model (Leontaritis and Billings, 1985; Chen and Billings, 1989). These authors showed that, based on mild assumptions, a wide class of nonlinear systems can be expressed through a nonlinear recursive discrete formulation written as

$$y_k = F(y_{k-1}, \ldots, y_{k-n_y}, u_{k-1}, \ldots, u_{k-n_u}), \quad (1)$$
where \( u \) and \( y \) are respectively the input and the output and \( n_u \) and \( n_y \) are the maximum lag for each signal in the model.

A small subset of this representation is constructed through polynomial functions relating the past states of the discrete signal \( u \) and \( y \). These are called NARX polynomial models and they can be written as (Aguirre et al., 2002)

\[
y_k = \sum_{m=0}^{d} \sum_{p=0}^{m} \sum_{i_1,n_1}^{n_u,n_u} c_{p,m-p}(n_1,\ldots,n_m) \times \prod_{i=1}^{n_u} \psi_{i,k-n_i} \prod_{p=m+1}^{m} u_{k-n_i},
\]

where \( d \) is the polynomial degree and

\[
\sum_{i_1,n_1}^{n_u,n_u} = \sum_{i_1=1}^{n_u} \sum_{n_1=1}^{n_u} \cdots \sum_{i_m=1}^{n_m}.
\]

The NARX polynomial models are linear in the parameters \( \theta_{i,j} \). Thus, a Least Squares identification procedure can be used. This is given by

\[
y_k = \Psi_{k-1} \hat{\theta} + \xi_k = \sum_{i=1}^{n_u} \theta_i \psi_{i,k-1} + \xi_k
\]

where the regressor matrix \( \Psi \) is constructed with all the terms of (2). \( \xi \) is the estimation residue.

The first problem to be faced during the identification of a NARX polynomial model is: which are the necessary regressors in (4) (or the monomial terms in (2)) so that the nonlinear behavior is correctly captured by the model? The answer is not easy to obtain, because both underparametrized and overparametrized models can conduct to very poor output response (Aguirre and Billings, 1995). Hence, a prior structure selection step plays key role in the identification process.

In this paper, a relevant regressor is denoted as one that is able to represent the output in a better fashion than another, based on some criterion. Several criteria can be used for this purpose (Piroddi and Spinelli, 2003; Kukreja et al., 1999) and the most obvious is the identification error provided by each regressor individually. Thus, one can rank a determined regressor according to its ability to “explain” the output data when compared to another one. This approach is the basis of the Error Reduction Ratio (ERR) (Billings et al., 1989). This ratio is based on the full orthogonalization of the regression matrix, so that the individual importance of each regressor can be evaluated.

Consider again (4) and an auxiliary model

\[
y_k = \sum_{i=1}^{n_u} \hat{\theta}_i w_{i,k-1} + \xi_k
\]

where the regressors \( w_i \) are orthogonal over the data, or, \( \langle w_i, w_j \rangle = 0 \), with \( \langle \cdot \rangle \) denoting the inner product. It can be shown that

\[
\langle y, y \rangle = \sum_{i=1}^{n_u} \hat{\theta}_i^2 \langle w_i, w_i \rangle + \langle \xi, \xi \rangle.
\]

Eq. (6) permits to quantify the contribution of each regressor \( w_i \) introduced into the model. The Error Reduction Ratio due to the \( i^{th} \) regressor is defined as

\[
|ERR|_i = \frac{\hat{\theta}_i^2 \langle w_i, w_i \rangle}{\langle y, y \rangle}.
\]

In this way, a criterion to be used for the regressor selection is to choose those regressors that have the highest ERR. This ratio relates the importance of the included term to its capacity to explain the output variance (Piroddi and Spinelli, 2003).

### 3 ERR and the white noise excitation

Many studies in structure selection of NARX/NARMAX models are based on white noise excitation, but few realizations are performed and richer information about the ERR behavior is not possible (Swain and Billings, 1998; Mao and Billings, 1999; Piroddi and Spinelli, 2003; Leontaritis and Billings, 1987).

Then, this paper proposes some statistical experiments to evaluate and discuss the characteristics of such method.

#### 3.1 Test conditions

To perform the mentioned tests, two different NARX systems where chosen,

\( S_1 : y_k = 0.5y_{k-1} + 0.8u_{k-2} + u_{k-1}^2 - 0.05u_{k-1}^2; \)

\( S_2 : y_k = 0.8y_{k-1} + 0.4u_{k-1} + 0.4u_{k-1}^2 + 0.4u_{k-1}^3; \)

The first system was considered in (Piroddi and Spinelli, 2003), while \( S_2 \) was studied in (Bonin et al., 2010). In both papers, these models are used to test the efficacy of model structure selection approaches, always based on the white noise excitation.

For this paper, an initial NARX candidate regressor set is obtained by considering \( d = 3 \) and the linear regressors \( \{ u_k, u_{k-1}, \ldots, u_{k-3}, y_{k-1}, \ldots, y_{k-3} \} \) in (2). This produces a regression matrix with 119 linear and nonlinear regressors. Along the discussions, these regressors are coded by their initial position in the candidate regression matrix. This was done to render the following tables more compact. Obviously, only a small set of the initial regressors will appear along the text and Table 1 presents the numeric codification of them.
This equation can be seen as a nonlinear system modeled by a Hammerstein formulation. Eq. (10) can be straightforwardly discretized through Euler’s derivative approximation, and the same system can be expressed by the difference equation

\[ y_k = (1 - a\Delta T)y_{k-1} + \Delta T u_{k-1} + b\Delta T u_{k-1}^3 + c\Delta T u_{k-1}^3, \]  

(11)

where \( \Delta T \) is the sampling time. Without loss of generality, consider \( a = 0.5 \) and \( b = c = 2 \). Notice that if \( \Delta T = 0.4 \), (11) collapses to (9). However, if \( \Delta T = 0.04 \) and \( \Delta T = 0.004 \) the difference equations become, respectively,

\[ y_k = 0.98 y_{k-1} + 0.04 u_{k-1} + 0.08 u_{k-1}^2 \]

\[ + 0.08\Delta T u_{k-1}^3, \]  

(12)

\[ y_k = 0.998 y_{k-1} + 0.004 u_{k-1} + 0.008 u_{k-1}^2 \]

\[ + 0.008\Delta T u_{k-1}^3. \]  

(13)

Is easy to see that the smaller is the sampling time the larger is the importance of the regressor \( y_{k-1} \) over the others. In other words, when the sampling time is very low, the model behaves as a one-step predictor and their data loses almost all the nonlinear information contained in the real system. If the ERR is used to rank and select the most important regressors, it will attribute a level of more than 0.99 to \( y_{k-1} \) and the other regressors are almost surely lost.

An empirical, but very effective, result to choose a proper sampling time for the structure selection (and identification) is to use \( \Delta T \) not less a tenth of the dominant constant time of the system to be modeled (Aguirre et al., 2002).

### 4 ERR and the multisinusoidal excitation

All the results presented in the last section refer to white noise excitation. This is very common in papers concerning the identification and structure selection of NARX and NARMAX models due to the nice properties that such signal has. Unfortunately, this type of signal is not proper for many practical identification problems because several real systems (mechanical, chemical, etc.) cannot be excited by a pure random signal. Some pseudo-random signals have been proposed to circumvent this difficulty, but even in this case some experimental problems can be faced.

The use of broadband signals, where the multisine signal is included, is an option that has been successfully used in many applications (Pintelon and Schoukens, 2001). Due to their strong practical appeal and the flexibility in choosing a proper spectral content, these signals can be useful in many problems, including the structure selection (Chen and Billings, 1989). The question to be answered is about the necessary characteristics such that these signals are really applicable. In other

---

Table 1: Numeric codification of the regressors.

<table>
<thead>
<tr>
<th>( y_k )</th>
<th>( y_{k-1} )</th>
<th>( y_{k-3} )</th>
<th>( u_k^2 y_{k-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>38</td>
<td>( u_k^2 y_{k-1} )</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>43</td>
<td>( u_k y_{k-1} )</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>44</td>
<td>( u_k y_{k-1} )</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>64</td>
<td>( u_k y_{k-1} )</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>65</td>
<td>( u_k y_{k-1} )</td>
</tr>
<tr>
<td>6</td>
<td>37</td>
<td>85</td>
<td>( y_k^2 y_{k-1} )</td>
</tr>
</tbody>
</table>

In all the proposed experiments, 100 realizations of the excitation signals are performed and the ERR values are obtained for each regressor and realization. Then, the ERR mean values of the most important regressors are presented, considering the 99.73% confidence limits (±3\( \sigma \)).

#### 3.2 Data length

The first question to be answered is if the data length of a white noise excitation has any effect over the ERR method. In spite of one can use its insight, more detailed analysis is necessary. To test this, the regressor ERR was evaluated for Gaussian signals with unitary variance and three amounts of points: 1000, 500, 250 and 100. The results are summarized in Table 2.

The mean values for ERR along the realizations were not considerably modified by the amount of points \( N \) in the excitation. However, the variance seems to be increased for all the regressors when \( N \) decreases, as it could be already expected. Such high variance levels can make certain regressors statistically insignificant and the user should be aware about this, since that useless regressors can be selected with basis on false information provided by only one realization.

For example, one can notice that the confidence limits for the regressor 7 \((S_1)\) are bigger than the mean ERR. This results in a standard deviation higher than the mean level, an inconsistent conclusion. Although this can be removed by considering a larger amount of realizations, this behavior can lead the user to choose an insignificant regressor if only one experiment is taken to perform the structure selection.

#### 3.3 Sampling time

Perhaps the most important factor to be considered in the signal design is the sampling time. This topic has been discussed in several papers and many authors presented important results that show how a wrongly chosen sampling time can damage the ERR accuracy (Piroddi and Spinelli, 2003; Aguirre et al., 2002).

A very simple way to see this is to analyze the following example. Consider a continuous-time nonlinear system expressed by

\[ \frac{dy(t)}{dt} = u(t) + bu^2(t) + cu^3(t) - ay(t). \]  

(10)
words, the user should be able to design the signals so that the structure selection is properly performed. This paper discusses some details such that the parameters of a multisine signal can be set for the structure selection purpose.

A multisine signal is defined as

\[ u_k = \sum_{l=l_{\text{min}}}^{l_{\text{max}}} A_l \sin \left( \frac{2\pi k}{\omega_s} t \omega_0 + \phi_l \right), \quad (14) \]

where \( A_l \) is the amplitude of the \( l \)th harmonic (\( l \in \mathbb{N} \)), \( \omega_s \) is the sampling frequency, \( \omega_0 \) is the multisine fundamental frequency and \( \phi_l \sim U(-\pi, \pi) \). \( l_{\text{min}} \) and \( l_{\text{max}} \) are the signal bandwidth cutoffs, set by the user according to the application. In spite of the phase is a random number for each harmonic, one can note that \( y_k \) is a deterministic signal since this random phase is maintained constant along the signal realization. The data length of one multisine signal period is given by the relation between \( \omega_s \) and \( \omega_0 \), or, \( N = \omega_s / \omega_0 \).

The first point to be discussed is if a multisine signal can provide ERR behavior similar to that provided by a white noise excitation. In principle, there is no major difficulty according to what follows. Consider a Gaussian white noise with \( N \) points. In the frequency domain, this signal contains useful power in the entire frequency spectrum. This means that if a Fast Fourier Transform is applied and by assuming a sampling frequency of \( \omega_s \), the result – an \( N \)-point complex data – will contain useful power spectra for all the frequency lines up to \( \omega_s / 2 \) (according to the Shannon theorem). Moreover, it is easy to conclude that the FFT frequency resolution is given by \( \omega_s / N \). Based on this information, one can construct a \( N \)-point multisine with similar spectral content by setting \( \omega_0 = \omega_s / N \), \( l_{\text{min}} = 1 \), \( l_{\text{max}} = N/2 \) and \( A_l \) such that both the white noise and the multisine present the same RMS value. Hence, both the signals are expected to have the same persistence and “aperiodic” behavior for one multisine period. In conclusion, they should provide similar ERR and identification results if the same problem conditions are assumed.

To exemplify this, consider the ERR values from Table 2 obtained through Gaussian white noise signals with 1000 points. Assume, for instance, a sampling time of 0.1 sec. By applying FFT to these signals, one will obtain a spectrum with information between \( \pm 10 \pi \) rad/s. Moreover, each of the signal lines is separated by intervals of \( \omega_0 = \omega_s / N \). Now, take (14) with these characteristics and set \( A_l \) such that multisine has RMS value of 1 (equals to the white noise). Such multisine signals were applied to the test systems and the results are summarized in Table 3. As it was expected, the frequency mean values are quite similar to Table 2, however the confidence limits are considerably low. The reason for this is that the Gaussian white noise is actually produced by a pseudorandom generator. Besides its good results for the noise mean and variance, the pseudorandom generator only approximates the signal whiteness, working better for a bigger amount of data points.

Table 2: Data length effect on ERR.

<table>
<thead>
<tr>
<th></th>
<th>N=1000</th>
<th>N=500</th>
<th>N=250</th>
<th>N=100</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reg.</td>
<td>ERR</td>
<td>Reg.</td>
<td>ERR</td>
</tr>
<tr>
<td>15</td>
<td>0.459±0.165</td>
<td>15</td>
<td>0.453±0.112</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>0.304±0.141</td>
<td>3</td>
<td>0.314±0.154</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0.127±0.070</td>
<td>4</td>
<td>0.123±0.084</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0.036±0.030</td>
<td>5</td>
<td>0.036±0.034</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>0.021±0.020</td>
<td>7</td>
<td>0.021±0.022</td>
<td>7</td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.729±0.044</td>
<td>3</td>
<td>0.725±0.071</td>
</tr>
<tr>
<td>2</td>
<td>0.175±0.044</td>
<td>2</td>
<td>0.181±0.061</td>
<td>2</td>
</tr>
<tr>
<td>64</td>
<td>0.056±0.038</td>
<td>64</td>
<td>0.047±0.046</td>
<td>64</td>
</tr>
<tr>
<td>15</td>
<td>0.027±0.035</td>
<td>15</td>
<td>0.026±0.039</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>0.002±0.002</td>
<td>1</td>
<td>0.002±0.010</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Multisine signal equivalent to a Gaussian white noise.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>Reg.</th>
<th>ERR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.462±0.083</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.315±0.108</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.127±0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>0.036±0.026</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>0.022±0.019</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>S2</th>
<th>Reg.</th>
<th>ERR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0.731±0.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.176±0.043</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64</td>
<td>0.054±0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.028±0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>0.002±0.002</td>
</tr>
</tbody>
</table>

The results indicates that it is possible to design a multisine signal proper for structure selection through ERR. However, a more detailed strategy is necessary to design a multisine signal properly. How should the multisine parameters be chosen, considering the application practical constraints? The answer is explored in what follows.

4.1 Spectral content

The last section pointed out that an \( N \)-point multisine with \( N/2 \) excited frequency lines (or harmonics) will behaves similarly to an \( N \)-point Gaussian
white noise with the same RMS value. In other words, a multisine with $N_{\text{exc}}$ excited frequency lines has the same persistence that a Gaussian white noise with $2N_{\text{exc}}$ points. This information is the key to set the spectral content of a specific multisine signal. For example, suppose a multisine signal defined as (14) and consider, initially, $l = l_{\text{min}}, \ldots, l_{\text{max}} \in \mathbb{N}$. Consider a multisine with $\omega_s = 20\pi \text{rad/s}$ and $\omega_0 = 0.01\pi \text{rad/s}$, what results in a signal of 2000 points. By assuming $l_{\text{min}} = 1$ and $l_{\text{max}} = 1000$, the signal has 1000 excited harmonics. Hence, such multisine is equivalent to a Gaussian white noise of 2000 points. 100 realizations of the multisine signals with unitary RMS value and the characteristics above were applied to the test systems $S_1$ and $S_2$ and the results are in Table 4 (Condition 1). Note that the ERR values are very similar to those in Table 3, but the confidence limits are still approximately equivalent to a gaussian white noise. 100 realizations of such multisine were performed and applied to the test systems (Condition 2 in Table 4). Once again, the ERR values are very similar to those in Table 3, but the confidence limits are still smaller. This shows that the relation between the white noise data length and the multisinusoidal amount of frequency lines should be considered only as a preliminary design parameter. In all the cases, however, the multisine input presented better selection behavior.

### 4.2 Harmonic’s amplitude selection

In many moments along this paper, it is considered that the Gaussian white noise and the multisine have the same “excitation level”. This was related to the RMS value but no relation to any harmonic amplitude $A_l$ was provided. This is done in what follows. The RMS value of a signal $x_k$ is calculated by

$$x_{\text{RMS}} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} x_k^2}. \quad (15)$$

For a perfect zero-mean Gaussian white noise with variance $\sigma^2$, this results in

$$\xi_{\text{RMS}} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} \varepsilon_k^2} = \sqrt{\sigma^2} = \sigma. \quad (16)$$

Then, the RMS value of a white noise in these conditions equals its standard deviation.

The RMS value of the multisine expressed as (14) is given by

$$u_{\text{RMS}} = \sqrt{\frac{\sum_{l}^{} (A_l \sqrt{2})^2}{2}}. \quad (17)$$

By considering that all the harmonics have the same amplitude $A_l = A$ and that there are $N_{\text{exc}}$ excited harmonics in the signal, the RMS value simplifies to

$$u_{\text{RMS}} = A\sqrt{\frac{N_{\text{exc}}}{2}}. \quad (18)$$

By combining (16) and (18), one can obtain

$$A = \sigma \sqrt{\frac{2}{N_{\text{exc}}}}. \quad (19)$$

In conclusion, a multisine signal with $N_{\text{exc}}$ harmonics of amplitude $A$ has the same excitation level of a zero-mean Gaussian white noise with variance $\sigma^2$ if (19) holds. This result was used to adjust the multisine harmonic amplitudes such that the RMS value was equal to the respective random signal in the experiments presented in Tables 3 and 4.

### 5 Conclusions

This paper presented several considerations about the excitation signals used for the structure selection and the identification of NARX/NARMAX models. This study was performed by using the Error Reduction Ratio (ERR), one of the most successful methods for the task.
Random signals have been used in a lot of contexts involving the structure selection and identification of nonlinear systems due to their important properties. However, this study shows that the selection efficiency is strongly related to the signal amount of points $N$. As it was observed, the ERR variance depends on $N$ and regressors with irrelevant statistical ERR values can be inadvertently chosen if only one realization is considered.

In addition, these signals are not always applicable to many real systems due to their strong pulsating aspect. Then, other signals should be studied and an alternative is to use a broadband excitation such as the multisine signals. In this case, the user is able to select the frequency content and this paper presented a study of the equivalence between this class of signals and the random excitation. The guidelines provided herein help to design a multisine-sinusoidal signal with equivalent characteristics to a random one. As discussed, the results are qualitatively valid for the multisine input design. Hence, the user can apply it to perform the model structure selection in a practical application, where a random excitation is not possible.
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