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Abstract— Conditions for tracking analysis for linear systems with dead-zone nonlinearity are proposed by using LMI (Linear
Matrix Inequalities) based algorithms. We treat the nonlinearity as a bounded disturbance and use the ultimate boundedness
stability concept to estimate a region where the tracking error converges in a finite time and remains inside. The dead-zone
nonlinearity is a common imperfection of directional control valves, which is a source of performance and stability degradations in
control applications. In order to verify the obtained theoretical results using an real system, we consider a 3rd-order linear model
of a hydraulic actuator system.
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1 INTRODUCTION

Real control systems are generally subject to the ex-
istence of nonlinearities in the control loop, such as
saturation, dead-zone, hysteresis, backlash and others
(Khalil, 2002; Vidyasagar, 1993; Hu and Lin, 2001;
Tarbouriech, Garcia, Gomes da Silva Jr and Quein-
nec, 2011). The presence of these nonlinearities is in-
duced by the physical limitations of the actuators or
for security reasons and generates generally a degra-
dation of performances, stability and tracking proper-
ties. A very common nonlinearity in physical systems,
as in the case of hydraulic valves (Merritt, 1967), is the
dead-zone.

If we do not consider the presence of input refer-
ences, a main difficulty for treating the stability analy-
sis and the synthesis of stabilizing control laws involv-
ing systems subject to dead-zone nonlinearity is as fol-
lows: when the control signal is small enough, the out-
put of the dead-zone is zero and, therefore, the con-
trol system behaves in open-loop in a neighborhood of
the origin. Thus, the asymptotic stability of the ori-
gin of a linear system with actuators subject to dead-
zone nonlinearities is possible only for an asymptot-
ically stable open-loop system. In other cases, the
dead-zone causes a loss of local stability, implying
that the trajectories of the closed-loop system cannot
be expected to converge to the origin. Equilibrium
points distinct from the origin or a limit cycle may ap-
pear (Khalil, 2002). Nevertheless it may be possible
to define aC-set (Blanchini, 1999), in which, for any
initial condition, the trajectory enters in a finite time
(depending on the initial condition) and does not es-
cape of it. Such a property is called in the literature
ultimate boundedness or practical stability.

The stability and the stabilization of systems with
dead-zone have generated a rich literature in control
systems theory, by considering several approaches.
Let us cite a few of them. The compensation scheme
based on the inverse of a dead-zone and adaptive

control has been early presented in Tao and Koko-
tović (1994). A natural piecewise affine system ap-
proach has been proposed in Fong and Hsu (2000).
The characteristic of a unique (local or global) cone
bounded sector condition (Tarbouriech et al., 2006;
Castelan et al., 2008) can be replaced by a band-
boundedones (Hsu and Fong, 2001) to cover more
generic nonlinearities or by a generalized sector con-
dition (Turner, 2006; Tarbouriech, Queinnec, Alamo,
Fiacchini and Camacho, 2011) related to anti-windup
techniques (Tarbouriech et al., 2009) and convex dif-
ferential inclusions (Alamo et al., 2009).

More recently, in Dilda et al. (2013) LMI suffi-
cient conditions were provided for the ultimate bound-
edness analysis and syntheses of an interconnection
between a linear system and a dead-zone. In this
manuscript, it was proposed a quite general and so-
phisticate sector conditions model for this nonlinear-
ity. In Milhomem (2013) a simpler approach is used
to treat the stability and stabilization of systems sub-
ject to polytopic bounded disturbances and the author
shows how this result can be used for analysis and
synthesis of stabilizing control laws in the case of lin-
ear systems with actuators subject to dead-zones (see
also Pomar et al. (2012)). Thus, this last result is used
in the present work to propose an approach for track-
ing analysis for linear systems with dead-zone nonlin-
earity and it is applied to a hydraulic actuator linear
model.

The dead-zone nonlinearity is a common imper-
fection of mechanical system components and mainly
of closed center valves when the land width is greater
than the port width at neutral spool position (Virvalo,
1997), such as in the case of proportional directional
valves. The hydraulic actuator system, considered in
this paper, is composed of a 4-way proportional direc-
tional valve and a hydraulic cylinder double-rod. An
advantage in using hydraulic actuators in control sys-
tems is their capacity to develop high forces in relation
to its size or weight, and also to get fast responses to
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the commands at starts, stops or inversions of speed
without damages to the mechanical parts. However,
the intrinsic nonlinear characteristics of hydraulic ac-
tuators make it hard to control. Thus we consider a
linear system of third order that describes the dynamic
behavior of the hydraulic actuator to validate the ob-
tained theoretical results.

In the two next sections, we consider a general
linear system represented in the state space with actua-
tors subject to a dead-zone nonlinearity, that allows us
to state the considered control problem and present the
tools for analyzing the effects of the dead-zone non-
linearity on the behaviour of the closed-loop system.
Finally, we present the third order model of the hy-
draulic actuator and we apply and comment the results
and same simulations.

Notation: R, N, N∗ are respectively the sets of real numbers,

of natural integers and of strictly positive integers.A′ denotes the

transpose of matrixA. In (resp. 0n) and 0m×n are then-order iden-

tity (null) matrix and them×n-order null matrix, respectively. Re(·)

stands for the real part of a scalar. The symbol∗ stands for symmet-

ric block in matrices. The ellipsoidalE(S) associated withS> 0 is

given by{x∈ R
n;x′Sx≤ 1}.

2 PROBLEM STATEMENT

Consider a linear time-invariant continuous-time sys-
tem with actuators subject to dead-zone nonlinearity,
defined by:

ẋ(t) = Ax(t)+Bdz(u(t)), (1)

y(t) =Cx(t), (2)

wherex(t)∈R
n, u(t)∈R

m andy(t)∈R
p are the state,

control input and output vectors, respectively;A, Band
C are matrices of appropriate dimensions. The objec-
tive of the present work is the analysis of some track-
ing properties of the output of the closed-loop sys-
tem under an integral state-feedback control law, when
subject to a bounded but possibly varying reference
vector r(t) ∈ ℜp. For simplicity of the presentation
and considering the example treated later, we consider
that system (1)-(2) is monovariable:m= p= 1.

For this system, the following assumptions are
considered:

1. the pair(A, B) is assumed to be controllable and
(A, C) is assumed to be observable;

2. the following condition (Young and Willems,
1972), is verified:

rank

([

A B
C 0

])

= n+1;

3. without loss of generality, it is considered that
C=

[

1 01×(n−1)
]

.

The dead-zone is a decentralized and symmetric
nonlinearity, defined by:

dz(u(t)) =







u(t)−ρ, i f u(t)> ρ,
0, i f |u(t)| ≤ ρ,

u(t)+ρ, i f u(t)<−ρ,
. (3)

If we do not consider the presence of input refer-
ences, when the control signalu(t) is small enough,
the output of the dead-zone is zero and, therefore, the
control system behaves in open-loop in a certain re-
gion around the origin. Thus, the asymptotic stability
of the origin of system (1) is only possible for asymp-
totically stable open-loop systems, that is when A is
Hurwitz. In any other case, the dead-zone prevents the
trajectories from reaching the origin, even though they
will possibly attain a bounded region around it and re-
maining inside. Since asymptotic stability cannot be
ensured in this case, we look for the ultimate bound-
edness property (Khalil, 2002)1.

A study about the effect of the dead-zone in the
system (1), was developed in Dilda et al. (2013). In
this manuscript, it was proposed a convenient refor-
mulation of the system (1), by considering the state-
feedback control lowu(t) = Kx(t) and the dual non-
linearity of the dead-zone, the saturation sat(u(t)) =
u(t) − dz(u(t)), which allows to use the fact that
(A+BK) is Hurwitz. This reformulation is given by:

ẋ(t) = (A+BK)x(t)−Bsat(Kx(t)). (4)

In the present work, the interest is to evaluate the
effect of the dead-zone nonlinearity in the presence of
the reference input, with the tracking error given by
e(t) = y(t)− r(t).

More specifically, we consider that a state-
feedback control law with integral term is applied:

u(t) = Kx(t)+KI ξ(t), (5)

whereξ(t) =
∫ T

0 e(t)dt, K ∈ R
1×n andKI ∈ R. Then

ξ̇(t), e(t) =Cx(t)− r(t). To carry out the analysis of
this tracking problem, from Assumption 3 we consider
the partitionx(t) =

(

x1(t) x2(t)
)′

, where x1(t) =

x1(t) andx2(t) =
(

x2(t)′ . . . xn(t)′
)′
∈R

n−1. Then,
the tracking error can be written as

e(t) = x1(t)− r(t). (6)

Considering the extended vectorz(t) =
[

x(t)′ ξ(t)′
]′

=
[

x1(t) x2(t) ξ(t)′
]′

, the closed-
loop system formed by (1), (2) and (5) can be
rewritten as

ż(t) = (A+BK)z(t)−Bsat(u(t))+Brr(t), (7)

u(t) =Kz(t), (8)

y(t) = Cz(t), (9)

where

A=

[

A 0n×1

C 0

]

, B=

[

B
0

]

, Br =

[

0n×1

−1

]

,

C=
[

C 0
]

=
[

1 01×n
]

, K=
[

K KI
]

,

with Acl = (A+BK) is Hurwitz.

http://dx.doi.org/10.5540/03.2013.001.01.0083


In the ideal case without dead-zone, the closed-
loop system is given by

żid(t) =Aclzid(t)+Brr(t), (10)

where

zid(t) =
[

x1
id(t) x2

id(t) ξid(t)′
]′
.

Thus, we are now interested in evaluating the dif-
ference between the tracking error generated by the
systems (7) and (10), that ise∆(t) , e(t)− eid(t) =
(x1(t)− r(t))− (x1

id(t)− r(t)). Hence,

e∆(t), x1(t)− x1
id(t). (11)

In this way, let us consider the extended differ-
ence vector

z∆(t)= z(t)−zid(t)=





x1(t)− x1
id(t)

x2(t)− x2
id(t)

ξ(t)− ξid(t)



=

[

e∆
z2

∆

]

. (12)

From (7) and (10), we have

ż∆(t) =Aclz∆(t)−Bsat(u(t)), (13)

whereu(t) is defined by (8).
In special, from (13), we can assess the ultimate

boundedness behavior ofz∆(t) and in consequence, of
e∆(t) = x1(t)− x1

id(t), which corresponds to the first
coordinates ofz∆(t).

Thus, we reformulate the considered tracking
problem as follows:

Determine a constantβ > 0, as small as possible,
thent̄ > 0 such that

|e∆(t)|< β, ∀t ≥ t̄ > 0. (14)

3 ULTIMATE BOUNDEDNESS ANALYSIS

Considering that sat(u(t)) is limited in ampli-
tude, we consider to rewrite system (13) as fol-
lows (Milhomem, 2013; Pomar et al., 2012):

ż∆(t) =Aclz∆(t)−Bw(t), (15)

wherew(t) is considered to be a bounded disturbance
in a compact polytopic setW ⊂ R

m, containing the
origin, given by:

W =

{

w(t) ∈ R
n/w(t) =

N

∑
j=1

α j (t)wj ,
N

∑
j=1

α j (t) = 1, α j (t)≥ 0

}

,

(16)

in which{w1, ...,wN} ∈R
n are vertices of a polytope.

In the present case,W = {w(t)∈R
n/w(t)⊆ [−ρ, ρ]},

because of the limits of the saturation function2.
In order to prove the ultimate boundedness prop-

erty of the trajectories of the system (15), we consider
a quadratic candidate Lyapunov function,V(z∆) =
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Note that the inequality (17) is a BMI (Bilinear
Matrix Inequalities) due to the presence of a product
of variables,τP. Nevertheless, whenτ is fixed, the in-
equality becomes an LMI. A line-search on the scalarτ
is possible to reach the solution of Optimization Prob-
lem (20).

Remark 1 From (12), we can consider the parti-
tioning

P=





P11 P12 P13

∗ P22 P23

∗ ∗ P33



=

[

P11 P̄12

∗ P̄22

]

,

with P11 > 0∈ R, P̄12 ∈ R
1×n andP̄22 ∈ R

n×n. Thus
we have

[

e∆
z2

∆

]′ [
P11 P̄12

∗ P̄22

][

e∆
z2

∆

]

≤ 1. (21)

If we considerz2
∆ = −P̄

−1
22 P̄12e∆ + z̄2

∆, we can
rewrite (21) as

[

e∆
z̄2

∆

]′ [
P11− P̄12P̄

−1
22 P̄

′
12 0

∗ P̄22

][

e∆
z̄2

∆

]

≤ 1,

Hence, by considering thatP is a solution of the
Optimization Problem (20), the associated solution
(14) of the considered analysis problem is:

|e∆|< β =
1
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Table 1: Parameters of the hydraulic actuator.
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Figure 5: Projection of the UB region and the trajec-
tories.

The Figure 6 shows the limits and time evolution
of the tracking error difference.
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Figure 6: Limits and time evolution of the tracking
error difference,e∆.

6 CONCLUSION

We have presented an approach for tracking analysis
for linear systems with dead-zone nonlinearity applied
to a hydraulic actuator. The nonlinearity has been con-
sidered as a bounded disturbance, and the conditions
for tracking analysis have been formulated using an
LMI based optimization algorithm. It is possible to
conclude that for any reference bounded signals, the
tracking error will stay confined in a ultimate bounded
region. This initial analysis result of the stability anal-
ysis can be extended to formulate conditions for syn-
thesis and design of a state-feedback with integral term
control that minimizes the effects of dead-zones on the
closed-loop system.
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