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Abstract: Clustering algorithms aim at modelling fuzzy (i.e., ambiguous) unlabelled pat- terns
efficiently. Our goal is to propose a ckMeans algorithm to the image segmentation process. To
validate the proposed methodology we applied the algorithm in mammography images. We present
the initial results considering just one image.
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1 Introduction

Cluster analysis divides data into groups (clusters) that are meaningful, useful, or both. If
meaningful groups are the goal, then the clusters should capture the natural structure of some
data. In some cases, however, cluster analysis is only a useful starting point for other purposes,
such as data summarization. Cluster analysis has long played an important role in a wide
variety of fields: psychology and other social sciences, biology, statistics, pattern recognition,
information retrieval, machine learning, and data mining [1].

According to Fayyad, Han and Agrawal [2, 3, 4], clustering techniques seeks to identify a
set of categories or classes to describe the data. One starts from a situation where there are no
classes, only elements of a universe. From these elements, clustering techniques are responsible
for defining classes and framing elements.

In many applications of image processing, the gray levels of pixels belonging to the object are
substantially different from the gray levels of the pixels belonging to the background. Threshold-
ing is a simple but effective tool for classifying, according to the level of gray, the pixels into two
types: those that belong to the background and those that belong to the object. The process of
dividing an image into disjoint regions (or classes) such that each one of them has very concrete
attributes or properties is called segmentation. Each one of these regions represents an object
of the image.

In this paper we work on the case in which there is only one object in the image, therefore
we have two regions: the object and the background. Usually an image is composed of many
objects, so in practice it is necessary to choose more than one threshold in order to segment the
image [5]. Hence, in this paper we propose to use ckMeans algorithm in the process of clustering
in image segmentation, considering an application to mammography analysis.

Section 2 describes the ckMeans algorithm. Section 3 discusses experiments of the ckMeans
algorithms. Finally, Section 4 describes the final conclusions and future works.
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2 ckMeans Algorithm

The idea is basically to share the fuzzy set X = {x1, x2, . . . , xn} in p clusters where µij is the
membership degree of the sample xi that belongs to the j-th cluster and the result of clustering
is expressed by membership degrees on matrix µ.

The ckMeans algorithm [6] attempts to find sets of data by minimizing an objective function
shown in Equation (1):

J =
n∑

i=1

p∑
j=1

µmijdij (xi; cj)
2 (1)

where:

• n is the number of data;

• p is the number of clusters considered in the algorithm, which must be decided before
execution;

• m is a fuzzification parameter1 in the range (1;w), indicating the width of n dimensional
cluster perimeter. Usually, m is the range [1.25; 2] [7];

• xi a vector of training data, where i = 1, 2, . . . , n. These are the cluster attributes selected
from the source data elements (such as columns in a database table);

• cj the centroid (or centrer) of a fuzzy cluster (j = 1, 2, . . . , p);

• dij (xi; cj) is the distance2 between xi and cj ;

The input of the algorithm is n data, the number of clusters p and value m. Its steps are:

1. Starts µ (membership degree) with a continuous random value between zero (no relevance)
and 1 (total relevance) where the sum of pertinence must be one.

2. Calculate the centroid of the cluster j as follows: We stabilize the centroid of each cluster
as in the K-Means algorithm. However, in our algorithm we first create a new matrix,
which is called µCrisp, containing values 1 or zero. Each line of this new matrix has 1 in
position of the greatest value of this line in the µ and zero in the other positions of the line.
When a column of the matrix µCrisp, after this step, has only zeros in it, it is assigned
the value 1 in the position that corresponds to the largest value of the same column in the
matrix µ.

The ckMeans algorithm returns a matrix µCrisp, which the values of the elements belong
to the set {0, 1} as shown in Equation (2). In other words, µCrisp is the matrix while
µCrispij is the content of matrix at the position (ij):

µCrispij = max


 µij

p
max
l=1

µil

 ,
 µij

n
max
l=1

µlj


 (2)

The first argument of the right side of Equation (2) is for any datum whose value is 1 for
the cluster it belongs with the greatest degree, and 0 for the others. The second argument

1We only consider rational values to simplify the calculation of Equations (1), (2) and (4). Actually, it is used
rational m’s.

2When the values are numbers, it is usually used the Euclidean distance.
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is for the greatest degree of each column (cluster) is 1, so as to ensure that all clusters
have at least one element. Thus, on rare occasions may happen that a line has more than
one value 1 (which does not occur in the algorithm K-Means), but as this matrix is only
auxiliary, this does not bring any inconvenience.

The steps of the algorithm to calculate µCrispij
3 are performed as follows:

(a) Read µ;

(b) Find the larger value at the first line of the matrix µ. After that, assign, on µCrisp
matrix, the value 1 to the position corresponding to the larger value position on
matrix µ and 0 to the others. To complete the process, repeat the same procedure
to the other lines;

(c) Store in a vector the number of 1’s that each column µCrisp has.

If a column in µCrisp has no 1’s, assign 1 in the position of the largest value of that column
of the matrix µ.

After calculating the matrix µCrisp calculate the new centroids of clusters as in Equa-
tion (3):

cj =
Σn
i=1xiµCrispij

Σn
i=1µCrispij

(3)

cj is calculated by adding the data belonging to cluster (in crisp form) and dividing it by
the number of classified objects as 1 in the matrix µCrisp for this cluster.

3. Calculate an initial value (a data) for J using the Equation (1);

4. Calculate the table of the fuzzy membership function as shown in Equation (4):

µij =

(
1

dij(xi;cj)

) 2
m−1

p∑
k=1

(
1

dik (xi; ck)

) 2
m−1

(4)

5. Return to step 2 until a convergence condition is reached.

Some possible stopping conditions are:

• A fixed number of iterations is executed;

• The user reports a value ε > 0 of convergence, and if

dij (JU ; JA) ≤ ε

then the algorithm stops, where JA is the objective function (Equation (1)) calculated in
the previous iteration and JU is the objective function of the last iteration.

3 Preliminary Results

The steps used for the to fuzzy image segmentation process are showed in Figure 1:

3There may be a situation where the result of µCrispij is not completely accurate Equation (2). In this case,
the greatest value of the column µij have 1 in µCrispij .

Proceeding Series of the Brazilian Society of Applied and Computational Mathematics, Vol. 3, N. 1, 2015.

DOI: 10.5540/03.2015.003.01.0386 010386-3 © 2015 SBMAC

http://dx.doi.org/10.5540/03.2015.003.01.0386


2
3

4

1

C L U S T E R I N G

  1     254       6

47       77     15

99     127   100

2     2     3

1     4     5

3     1     4 

6
5

Figure 1: Steps of Image Segmentation Process

1. Load image to clustering;

2. Convert image to a data matrix;

3. Clustering matrix;

4. Return a matrix cluster;

5. Load matrix cluster;

6. Convert the matrix cluster in a image.

The first tests using the ckMeans algorithm just converting an image to data, applying the
clustering process and then returning an image, is shown below. The simulated image is a
mammography obtained from MIAS MiniMammographic Database [8].

This file (Figure 2) lists the films in the MIAS database and provides appropriate details as
follows: mdb005 (filename), Fatty (character of background tissue), CIRC (class of abnormality,
well-defined/circumscribed masses), Benign (severity of abnormality), at coordinate (477, 133)
(x, y image-coordinates of centre of abnormality; coordinate system origin is the bottom-left
corner) and 30 (approximate radius (in pixels) of a circle enclosing the abnormality).

The best configuration presented in ckMeans algorithm after several simulations are: m = 2
(Fuzziness), ε = 0.001 and p = 5 (clusters number).

Figure 2: Image Segmentation Process in Mammography with ckMeans Algorithm.

Note that an image in grayscale was converted to 5 colors. These colors mean the number of
clusters. The result of this clustering may help a physician to better observe the mammography
and make better decisions.
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4 Conclusion

Cluster analysis is a procedure performed in only one run. In many circumstances, you need
a series of trials and repetitions. Still, there is an effective and universal criteria to guide the
selection of attributes and clustering algorithms. Validation criteria derived impressions about
the quality of the clusters, but how to choose the same criterion is still a problem that requires
more effort [9].

In this work we proposed use the ckMeans algorithm in the image process segmentation,
with an application to mammography images. The results showed that the algorithm clustering
the colors by number of cluster defined a priori.

Future works will focus on the application of the ckMeans algorithm to other images and
compare it with the results and variants of clustering algorithm. We also intend to use Overlap
functions [10] and some edge detection algorithm.
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