A rigorous inexact Newton method with applications to Boundary Value Problems
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We introduce a semi-local theorem for the feasibility and convergence of the inexact Newton method $u_{k+1} = u_k - D\tilde{F}(u_k)^{-1}F(u_k) + r_k$, where $r_k$ represents the error in each step. Unlike the previous results of this type in the literature, we prove the feasibility of the inexact Newton method under the minor hypothesis that the error $r_k$ is bounded by a small constant to be computed, and moreover we prove results concerning the convergence of the sequence $u_k$ to the solution under this hypothesis. We present an application of the method to rigorously compute zeros for two-point boundary value problems.
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1 Introduction

The celebrated Newton-Kantorovich theorem [6] provides (semi-local) sufficient conditions for the convergence of the Newton method $u_{k+1} = u_k - D\tilde{F}(u_k)^{-1}F(u_k)$ to a zero of $\tilde{F}$. On one hand this is a very powerful and useful result and can be used to compute rigorous bounds to guarantee the existence of solutions, on the other hand the exact Newton method is usually impracticable for the purpose of rigorous computations since in general we cannot expect to be able to perform the computations of $u_k - D\tilde{F}(u_k)^{-1}F(u_k)$ without numerical errors. These numerical errors can be incorporated in the computations by means of error bounds, but in general cannot be avoided, specially in the infinite dimensional setting. One option to circumvent this problem is to consider the more general inexact Newton method $u_{k+1} = u_k - D\tilde{F}(u_k)^{-1}F(u_k) + r_k$ in which $r_k$ represents the numerical error during each step of the computation.

In the recent literature, such as [1,2,5,8,9], semi-local conditions for the inexact Newton method to be feasible and convergent have been given in the form $||r_k|| \leq \eta ||F(u_k)||$ under conditions on the bounding term $\eta$. In that case, since the sequence $u_k$ is know to converge fast to the zeros of $\tilde{F}$, it follows that $F(u_k)$ converges fast to 0 and thus the same must hold for error term $r_k$. This fast decay rate for $r_k$, however, is a very strong condition which is hard to obtain in actual applications.

With this in mind, we present in this paper a condition for the feasibility under the minor condition that the error terms $r_k$ are bounded by a small constant $d$ to be computed, and we
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prove convergence of the sequence \( u_{k+1} = u_k - D\mathcal{F}(u_k)^{-1} \mathcal{F}(u_k) + r_k \) under the condition \( r_k \to 0 \) as \( k \to \infty \), with no additional requirements regarding the rate of convergence of \( r_k \). Moreover, together with the Newton-Kantorovich theorem and the bijectivity modulus \(^7\), we present a method to rigorously compute solutions to boundary value problems.

## 2 Inexact Newton method

In this section we present a version of the Newton-Kantorovich theorem aimed to the Inexact Newton method.

**Definition 2.1** (Newton operator). Let \( X \) and \( Y \) be Banach spaces, \( U \subset X \) open, and \( \mathcal{F}: U \subset X \to Y \) differentiable in \( U \). We define the Newton operator \( T_\mathcal{F}: X \to X \) by \( T_\mathcal{F}(u) = u - D\mathcal{F}(u)^{-1} \mathcal{F}(u) \) if \( u \in U \) and \( D\mathcal{F}(u) \) is invertible, and \( T_\mathcal{F}(u) = 0 \) otherwise.

**Definition 2.2** (Feasibility for Newton method). Let \( X \) and \( Y \) be Banach spaces, \( U \subset X \) open, \( A \subset U \), \( \mathcal{F}: U \subset X \to Y \) differentiable in \( U \), and let \( \{u_k\}_{k \in \mathbb{N}} \) be a sequence in \( X \). We say that \( \{u_k\}_{k \in \mathbb{N}} \) is feasible for the Newton method for \( \mathcal{F} \) in \( A \), if \( u_k \in A \) and \( D\mathcal{F}(u_k) \) is invertible for all \( k \in \mathbb{N} \).

Thus, from the above definitions, if \( \{u_k\}_{k \in \mathbb{N}} \) is feasible for the Newton method in \( A \subset U \), and \( \{u_k\}_{k \in \mathbb{N}} \) satisfies the recurrence relation \( u_{k+1} = T_\mathcal{F}(u_k) \) for all \( k \in \mathbb{N} \), then \( u_{k+1} = u_k - D\mathcal{F}(u_k)^{-1} \mathcal{F}(u_k) \), for all \( k \in \mathbb{N} \), which corresponds to the classical Newton method. Based on the Newton-Kantorovich theorem we propose the following theorem regarding the feasibility and convergence of the Inexact Newton method.

**Theorem 2.1.** Let \( X \) and \( Y \) be Banach spaces, \( U \subset X \) an open set, \( \mathcal{F}: U \subset X \to Y \) a differentiable function in \( U \), \( u_0 \in U \), \( R > 0 \) satisfying \( \bar{B}(u_0, R) \subset U \), let \( \{r_k\}_{k \in \mathbb{N}} \) be a sequence in \( X \), and let \( \eta \geq 0 \), \( K > 0 \) and \( d > 0 \). Suppose that

(a) \( D\mathcal{F}(u_0) \) is invertible with \( D\mathcal{F}(u_0)^{-1} \in \mathcal{L}(Y, X) \).

(b) \( \|D\mathcal{F}(u_0)^{-1} \mathcal{F}(u_0)\| \leq \eta \) and \( \|D\mathcal{F}(u_0)^{-1}(D\mathcal{F}(u) - D\mathcal{F}(v))\| \leq K \|u - v\| \) for all \( u, v \in \bar{B}(u_0, R) \).

(c) \( \|r_k\| \leq d \) for all \( k \in \mathbb{N} \).

(d) \( g_k(t) = \eta_d - (1 + Kd)t + \frac{3K}{2} t^2 \) has a smallest real zero \( t_d^* \leq R \) and moreover \( d \leq \frac{1}{K} \), where \( \eta_d = \eta + d \).

Then \( 0 < t_d^* \leq \frac{1}{K} \left( 1 - \frac{1}{\sqrt{3}} \right) \) and moreover

(i) The function \( \mathcal{F} \) has a unique zero \( u^* \in \bar{B}(u_0, t_d^*) \).

(ii) The sequence \( \{u_k\}_{k \in \mathbb{N}} \) defined by \( u_{k+1} = T_\mathcal{F}(u_k) + r_k \) for all \( k \in \mathbb{N} \) is feasible for the Newton method for \( \mathcal{F} \) in \( \bar{B}(u_0, t_d^*) \).

(iii) \( \|u^* - u_{k+1}\| \leq \frac{\sqrt{3}}{2} K \|u^* - u_k\|^2 + \|r_k\| \) for all \( k \in \mathbb{N} \).

(iv) If \( \lim_{k \to \infty} \|r_k\| = 0 \), then \( \lim_{k \to \infty} u_k = u^* \).
Proof. It is easy to see that

\[ 0 < t_d^* \leq \frac{1}{K} \left( 1 - \frac{1}{\sqrt{3}} \right). \]

Proof of (i): Given any \( z \in \bar{B}(u_0, t_d^*) \) such that \( DF(z) \) is invertible, we define \( L_z : U \to X \) by \( L_z(u) = u - DF(z)^{-1}F(u) \) for all \( u \in U \). We shall prove in the following that \( L_{u_0} \) is a contraction from \( \bar{B}(u_0, t_d^*) \) to \( \bar{B}(u_0, t_d^*) \). Thus, due to the Banach fixed point theorem (see [4, Theorem 2.1, p. 24]), it follows that \( L_{u_0} \) has a unique fixed point, which in turn proves item (i) since it is clear that every zero of \( F \) in \( \bar{B}(u_0, t_d^*) \) is a fixed point of \( L_{u_0} \) and vice-versa.

The proof that \( L_{u_0} \) is a contraction on \( \bar{B}(u_0, t_d^*) \) will follow from the verification of the three items below:

1. \( \| L_{u_0}(u) - L_{u_0}(v) \| \leq c \| u - v \| \) for all \( u, v \in \bar{B}(u_0, t_d^*) \) for some \( c < 1 \).
2. \( DF(z) \) is invertible for all \( z \in \bar{B}(u_0, t_d^*) \) with \( \| DF(z)^{-1}DF(u_0) \| \leq \frac{1}{1 - Kt_d^*} \).
3. \( L_z(\bar{B}(u_0, t_d^*)) \subset \bar{B}(u_0, t_d^*) - d \) for all \( z \in \bar{B}(u_0, t_d^*) \).

Proof of (ii): Since \( L_z(z) - u_0 = z - DF(z)^{-1}F(z) - u_0 \) it follows that if \( r \in X \) with \( \| r \| \leq d \) then due to item (III) above we have \( \| z - DF(z)^{-1}F(z) + r - u_0 \| \leq \| z - L_z(z) \| + d \leq t_d^* \). Combining this with the results obtained in the proof of (i) we can conclude that, given \( z \in \bar{B}(u_0, t_d^*) \), it follows that \( DF(z) \) is invertible and \( z - DF(z)^{-1}F(z) + r \in \bar{B}(u_0, t_d^*) \) for all \( r \in X \) with \( \| r \| \leq d \). Thus, using induction, we can conclude that the sequence \( \{ u_k \}_{k \in \mathbb{N}} \) defined by \( u_{k+1} = T_F(u_k) + r_k \) for all \( k \in \mathbb{N} \) is such that \( DF(u_k) \) is invertible and \( u_k \in \bar{B}(u_0, t_d^*) \) for all \( k \in \mathbb{N} \), which proves (ii).

Proof of (iii): Let \( L_{u_m} \) be defined by \( L_{u_m}(u) = u - DF(u_m)^{-1}DF(u) \) as in the proof of item (i). Then it follows that \( u^* = u^* - DF(u_m)^{-1}F(u^*) \) and we can show that we have

\[ \| u^* - u_{m+1} \| = \| L_{u_m}(u^*) - L_{u_m}(u_m) \| \leq \frac{K \| u^* - u_m \|^2}{2(1 - Kt_d^*)} + r_m. \]  

Now, we can show that

\[ Kt_d^* \leq 1 - \frac{1}{\sqrt{3}} \Rightarrow \frac{1}{2(1 - Kt_d^*)} \leq \frac{\sqrt{3}}{2}. \]

It follows that \( \| u^* - u_{m+1} \| \leq \frac{\sqrt{3}}{2} K \| u^* - u_m \|^2 + \| r_m \| \) which proves item (iii).

Proof of (iv): Given \( m \in \mathbb{N} \), since we proved \( Kt_d^* \leq 1 - \frac{1}{\sqrt{3}} \) and since from (ii) we have that \( u_m \in \bar{B}(u_0, t_d^*) \) it follows that \( \frac{\sqrt{3}}{2} K \| u^* - u_m \| \leq \frac{\sqrt{3}}{2} Kt_d^* \leq \frac{\sqrt{3}}{2} \). Thus, from item (iii) it follows that, for all \( m \in \mathbb{N} \), \( \| u^* - u_{m+1} \| \leq \frac{\sqrt{3}}{2} K \| u^* - u_m \|^2 + \| r_m \| \leq \left( \frac{\sqrt{3}}{2} \right) \| u^* - u_m \| + \| r_m \| \). Now, given \( \epsilon > 0 \), by definition of \( \liminf \) there exists \( N \in \mathbb{N} \) such that \( k \geq N \) implies \( \| r_k \| \leq \epsilon \). Thus, considering the sequence \( \{ h_k \}_{k \geq N} \) defined by recurrence via

\[ h_N = \| u^* - u_N \| \quad \text{and} \quad h_{k+1} = h_k \left( \frac{\sqrt{3}}{2} - 1 \right) + \epsilon \quad \text{for all} \quad k \geq N \]

it follows from inequality (2) that \( \| u^* - u_k \| \leq h_k \) for all \( k \geq N \). On the other hand, one can verify via induction that the recurrence above implies in the formula \( h_{N+k} = h_N \left( \frac{\sqrt{3}}{2} \right)^k + \sum_{m=0}^{k-1} \epsilon \left( \frac{\sqrt{3}}{2} \right)^m \) for all \( k \in \mathbb{N} \) and thus \( \lim_{k \to \infty} h_k = \sum_{m=0}^{\infty} \epsilon \left( \frac{\sqrt{3}}{2} \right)^m = \epsilon \left( \frac{1}{1 - \frac{\sqrt{3}}{2}} \right) = \left( 1 + \frac{1}{\sqrt{3}} \right) \epsilon \). Therefore, since \( \| u^* - u_k \| \leq h_k \) for all \( k \geq N \), it follows that \( \liminf_{k \to \infty} \| u^* - u_k \| \leq \left( 1 + \frac{1}{\sqrt{3}} \right) \epsilon \) and since \( \epsilon > 0 \) was arbitrary chosen, letting \( \epsilon \to 0^+ \) in the above inequality, the result follows. \( \square \)
3 Bijectivity Modulus and reformulation of the Main Result

To apply the Theorem 2.1 to rigorously verify the existence of a true zero for a partial differential equation near a numerical zero, we will use the bijectivity modulus defined below.

**Definition 3.1.** Let $X$ and $Y$ be Banach spaces. For $F \in \mathcal{L}(X, Y)$ we define the bijectivity modulus $\lambda(F)$ of $F$ by $\lambda(F) = \|F^{-1}\|^{-1}$ if $F$ is invertible, and $\lambda(F) = 0$ otherwise.

**Theorem 3.1.** Let $X$ and $Y$ be Banach spaces, $U \subset X$ an open set, $F: U \subset X \to Y$ a differentiable function in $U$, $u_0 \in U$, $R > 0$ satisfying $B(u_0, R) \subset U$, let $\{r_k\}_{k \in \mathbb{N}}$ be a sequence in $X$, and let $\eta > 0$, $\nu > 0$, $K > 0$ and $d > 0$. Suppose that

(a) $\|F(u_0)\| \leq \eta$, $\lambda(DF(u_0)) \geq \nu$ and $\|DF(u) - DF(v)\| \leq K\|u - v\|$ for all $u, v \in B(u_0, R)$.

(b) $\|r_k\| \leq d$ for all $k \in \mathbb{N}$.

(c) $g_d(t) = \eta_d - \nu_d t + \frac{3K}{2} t^2$ has a smallest real zero $t^*_d \leq R$ and moreover $d \leq \frac{\nu}{K}$, where $\eta_d = \eta + \nu d$ and $\nu_d = \nu + Kd$.

Then $\nu > 0$, $0 < t^*_d \leq \frac{K}{\nu} \left(1 - \frac{1}{\sqrt[3]{3}}\right)$ and moreover

(i) The function $F$ has a unique zero $u^* \in B(u_0, t^*_d)$.

(ii) The sequence $\{u_k\}_{k \in \mathbb{N}}$ defined by $u_{k+1} = T_F(u_k) + r_k$ for all $k \in \mathbb{N}$ is feasible for the Newton method for $F$ in $B(u_0, t^*_d)$.

(iii) $\|u^* - u_{k+1}\| \leq \sqrt{3}K\nu^{-1}\|u^* - u_k\|^2 + \|r_k\|$ for all $k \in \mathbb{N}$.

(iv) If $\lim_{k \to \infty} \|r_k\| = 0$, then $\lim_{k \to \infty} u_k = u^*$.

(v) $\|v - T_F(u_k)\| \leq \sqrt{3}\nu^{-1}\|F(u_k) - DF(u_k)(v - u_k)\|$ for all $v \in U$ and $k \in \mathbb{N}$.

**Proof.** Proof of (i) to (iv): Notice that from hypothesis $0 < d \leq \frac{\nu}{K}$ and therefore $\nu > 0$. Thus it follows that $\lambda(DF(u_0)) \geq \nu > 0$, which by definition implies that $DF(u_0)$ is invertible with $\|DF(u_0)^{-1}\| = \lambda(DF(u_0))^{-1} \leq \nu^{-1}$. Therefore, letting $\eta^* = \frac{3K}{2}$ and $K^* = \frac{\nu}{K}$ it follows that $\|DF(u_0)^{-1}F(u_0)\| \leq \|DF(u_0)^{-1}\| \|F(u_0)\| \leq \eta^*$ and $\|DF(u_0)^{-1}(DF(u) - DF(v))\| \leq \|DF(u_0)^{-1}\| \|DF(u) - DF(v)\| \leq K^*\|u - v\|$ for all $u, v \in A$. Thus, the hypothesis (a) and (b) of Theorem 2.1 are satisfied. Therefore, letting $\eta^*_d = \eta^* + \nu^* d$ and $\nu^*_d = \eta^* + K^* d$ from item (ii) it follows that the polynomial $g_d^*(t) = \eta^*_d - \nu^*_d t + \frac{3K^*}{2} t^2$ has a smallest zero $t^*_d \leq R$, and thus from Theorem 2.1 items (i) to (iv) follows.

Proof of (v): Notice that $|\lambda(DF(u_k)) - \lambda(DF(u_0))|$ $\leq \|DF(u_k) - DF(u_0)\| \leq K\|u_k - u_0\|$ $\leq Kt^*_d \leq \nu \left(1 - \frac{1}{\sqrt[3]{3}}\right)$ $\Rightarrow \lambda(DF(u_k)) \geq \lambda(DF(u_0)) - \nu \left(1 - \frac{1}{\sqrt[3]{3}}\right) = \frac{\nu}{\sqrt[3]{3}} > 0$, and thus $\|v - T_F(u_k)\| = \|DF(u_k)^{-1}(F(u_k) - DF(u_k)(u_k - v))\| \leq \frac{\sqrt{3}K}{\nu} \|F(u_k) - DF(u_k)(u_k - v)\|$, proving the theorem.

**Remark 3.1.** Supposing the hypothesis of Theorem 3.1 is true and letting $\{u_k\}_{k \leq n}$ be such that $u_{k+1} = T_F(u_k) + r_k$ and $\|r_k\| \leq d$ for all $k < n$, we can let $r_k = 0$ for all $k \geq n$ and use the conclusions of Theorem 3.1. In special, (v) can be used to estimate $\|v - T_F(u_n)\|$ for any $v \in U$, and thus it can be used to estimate $\|u_{n+1} - T_F(u_n)\|$ where $u_n+1$ is the candidate for new term in the Inexact Newton Method.
4 Applications

We apply Theorem 3.1 to use the Inexact Newton Method for two point boundary value problems of the form
\[ u'' = f(x, u), \quad u'(0) = u'(1) \]  \hfill (3)
where \( f: \mathbb{R}^2 \to \mathbb{R} \). Letting \( I = (0, 1) \) and \( I^t = [0, 1] \), it is known that \( H^2(I) \) can be regarded as \( C^2(I^t) \) functions (see [3, Theorem 8.2]). We let \( H^2(I) \) be the zeros of the operator \( F: H^2(I) \to L^2(I) \) defined by
\[ F(u) = u'' - f(x, u). \]  \hfill (4)

Letting \( \omega(k) := \sqrt{1 + ((k - 1)\pi)^2 + ((k - 1)\pi)^4} \) for \( k \in \mathbb{N} \), then \( \pi_{\cos} : L^2(I) \to \ell^2(\mathbb{N}) \) and \( \cos : H^2(I) \to \ell^2(\mathbb{N}) \) defined by \( \pi_{\cos}(u) = (\widehat{u}_{\cos}(1), \widehat{u}_{\cos}(2), \ldots) \) and \( \cos(u) = (\omega(1)\widehat{u}_{\cos}(1), \omega(2)\widehat{u}_{\cos}(2), \ldots) \) are isometric isomorphisms, where \( \math{\{\pi_{\cos}(k)\}_{k \in \mathbb{N}}} \) is the sequence of coefficients of \( u \in L^2(I) \) in the cosine basis (see [3, p. 145]). Thus, we define \( \pi_{\cos,m} : L^2(I) \to \mathbb{R}^m \) by \( \pi_{\cos,m}(u) = (\widehat{u}_{\cos}(1), \ldots, \widehat{u}_{\cos}(m)) \) and \( h_{\cos,m} : \mathbb{R}^m \to H^2(I) \) the restrictions to \( \mathbb{R}^m \subset \ell^2(\mathbb{N}) \), where we identify \( \mathbb{R}^m \) with a subset of \( \ell^2(\mathbb{N}) \) through the isometric embedding \( \pi_{\cos,m}(a) = (a_1, \ldots, a_m, 0, 0, \ldots) \in \ell^2(\mathbb{N}) \), for \( a = (a_1, \ldots, a_m) \in \mathbb{R}^m \). Given an operator \( G : H^2(I) \to L^2(I) \), it is reasonable to consider the finite dimensional operator \( G_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) defined by \( G_{\cos,m} = \pi_{\cos,m} \circ G \circ h_{\cos,m}^{-1} \) as a natural finite dimensional approximation for \( G \).

Given \( m > 0 \), and \( f : \mathbb{R}^2 \to \mathbb{R} \) a \( C^2 \) function, and an initial point \( u_0 = h_{\cos,m}^{-1}(b_0) \in H^2_N(I) \), where \( b_0 \in \mathbb{R}^m \), to compute \( \eta \geq 0, \nu \geq 0, K > 0 \) in Theorem 3.1, we follow the reference [2]. The sequence \( \{b_k\}_{k \in \mathbb{N}} \) for the Inexact Newton Method for \( F \) in \( H^2(I) \) can be chosen computing non-rigorously the sequence \( \{b_k\}_{k \in \mathbb{N}} \) for the Newton Method \( b_{k+1} = T_{\pi_{\cos,m}}(b_k), b_0 = h_{\cos,m}(u_0) \in \mathbb{R}^m \) for the finite dimensional function \( \pi_{\cos,m} : \mathbb{R}^m \to \mathbb{R}^m \) and then letting \( u_k = h_{\cos,m}^{-1}(b_k) \) for all \( k \in \mathbb{N} \). Since all \( u_k \) will be elementary functions, it follows that rigorous enclosures for the errors \( \|r_k\| = \|u_k - T_F(u_k)\| \) can be computed using the Simpson’s rule with rigorous error bounds using the error formula given by item (v) of Theorem 3.1 that is

\begin{align*}
\|u_{k+1} - T_F(u_k)\| & \leq \sqrt{3}\nu^{-1}\|F(u_k) - DF(u_k)(u_{k+1} - u_k)\| \\
& = \sqrt{3}\nu^{-1}\|u''_{k+1} + 2u''_k - f(x, u_k) - f_u(x, u_k)(u_{k+1} - u_k)\| \\
\end{align*}
\hfill (5)

Example. Consider the boundary value problem
\[ u'' = \sin(u(x)) - \cos(2\pi x), \quad u'(0) = u'(1). \]
Then \( F : H^2(I) \to L^2(I) \) is the operator given by \( F(u)(x) = u''(x) - (\sin(u(x)) - \cos(2\pi x)) \) for all \( u \in H^2(I) \) and \( x \in I \). It was shown in [7] that, for \( m = 5 \),
\[ b_0 = (3.14159265382080, 0, 0.734842599198155, 0.219859211843525 \times 10^{-11}) \]
is an approximate zero of \( \pi_{\cos,5} \) in \( B(0,1)\mathbb{R}^5 \), with \( \|\pi_{\cos,5}(b_0)\| = 8.18582625229473 \times 10^{-9} \), and thus
\[ u_0 = h_{\cos,5}^{-1}(b_0) = b_0(1) + \sum_{k=2}^{m} b_0(k) \frac{\sqrt{2}\cos((k - 1)\pi x)}{w(k)} \]
is an approximate zero for \( F \) in \( B(0,1)H^2(I) \). A plot of the numerical solution \( u_0 \) is shown in Figure 1. Following [7] we computed \( \eta = 0.57075361344299 \times 10^{-6}, \nu = 0.298072950113073, \) and \( K = 1 \) as valid constants for Theorem 3.1.

Finally, letting \( d = 10^{-5} \) we obtain a zero \( t^*_d \) for \( g_d(t) = \eta d - \nu dt + \frac{\pi^2}{d} t^2 \) satisfying \( t^*_d = 1.19113048496 \times 10^{-5} \leq 1 \). Thus, the conditions of Theorem 3.1 are satisfied and we can apply the Inexact Newton Method with guaranteed feasibility.
The iterates $u_k$ for the Inexact Newton Method are computed using $u_k = h^{-1}(b_k)$, where $b_k$ are the iterates in the Newton Method for $F_{\cos,5}$ starting at $b_0$. Using equation (5) the errors $r_k = u_{k+1} - T_F(u_k)$, are proven to satisfy

$$\|r_k\| \leq d, \quad \text{for } 0 \leq k \leq 4.$$ 

The norms of these iterations are shown on Table 1. From item (i) of Theorem 3.1 we conclude that there exists an unique zero $u^*$ of $F$ in $\bar{B}(u_0, t^*_d)_{H^2(I)}$. Moreover, we obtain by Inexact Newton Method $u_4$ such that $\|u^* - u_4\| \leq 2.9989923490307 \times 10^{-6} < t^*_d$, that is, $u_4$ is closer to the true solution $u^*$ than $u_0$ and $u_4 \in \bar{B}(u_0, t^*_d)_{H^2(I)}$. Thus, using our method, it was possible to obtain a better approximation for a zero of $F$ compared to the one obtained in [7].

Table 1: Iterations of the initial solution $u_0$ with the Inexact Newton method. The first column shows the norm of $F$, the second column presents the norm of the error terms, and the third column shows the distances from the computed solutions to the true solution $u^*$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$|F_{\cos,5}(b_k)|$</th>
<th>$|r_k|$</th>
<th>$|u^* - u_k|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$8.18552625229473 \times 10^{-9}$</td>
<td>-</td>
<td>$1.19113048496 \times 10^{-9}$</td>
</tr>
<tr>
<td>1</td>
<td>$1.18413821674711 \times 10^{-16}$</td>
<td>$3.00046899391681 \times 10^{-6}$</td>
<td>$3.0008803891992 \times 10^{-6}$</td>
</tr>
<tr>
<td>2</td>
<td>$1.171296009783492 \times 10^{-16}$</td>
<td>$2.99896627000569 \times 10^{-6}$</td>
<td>$2.9989923490297 \times 10^{-6}$</td>
</tr>
<tr>
<td>3</td>
<td>$1.150312379208693 \times 10^{-16}$</td>
<td>$2.99896627000465 \times 10^{-6}$</td>
<td>$2.9989923490307 \times 10^{-6}$</td>
</tr>
<tr>
<td>4</td>
<td>$1.140972793438999 \times 10^{-16}$</td>
<td>$2.99896627000624 \times 10^{-6}$</td>
<td>$2.9989923490307 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper, we propose a new theorem for the feasibility and convergence of the inexact Newton method, with explicit convergence rate formulas similar to that of the Newton-Kantorovich theorem. We use this theorem, together with our definition of bijectivity modulus, to rigorously verify the existence of zeros of a differential operator $F$ using the inexact Newton method.
We illustrate the method with an example, where we computed a solution to a boundary value problem. It was shown that given an initial solution, the method can compute a more accurate solution in a few steps.
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